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Introduction

The advancement of the DOE mission for efficient, low-impact energy sources and utilization relies upon continued significant advances in fundamental chemical sciences and the effective use of the knowledge accompanying these advances in a broad range of applications.  Present terascale, and eventually petascale, computational hardware and software offer the opportunity to revolutionize the scope and rate at which chemical science research can produce the necessary new information.   This opportunity presents a myriad of challenges encompassing a huge range of scales, methods, and even disciplines as has been recently documented for combustion applications[1].  The scope and complexity of these challenges also demands significantly higher levels of coordination and information sharing among teams researchers working at different scales and spanning a broad range of disciplines in order to meet the ultimate requirements of the DOE mission.

Chemical Science Discovery through Advanced Computing :  A Multi-Scale Collaboration

A multi-scale collaboration focused on Chemical Science Discovery through Advanced Computing has been assembled to simultaneously tackle the broad range of issues mentioned above.  It is envisioned as four coupled sets of programs:
1.  “Advanced Methods for Electronic Structure,” (submissions to BES/Chem. Sciences) is a collaboration led by PNNL and involving five universities that will provide radical advances in quantum chemical methods to describe efficiently and with controllable precision the electronic structure and dynamics of atoms, molecules and clusters.

2. “Software for the Calculation and Application of Reaction Kinetics and Dynamics,” (submitted to BES/Chemical Sciences) is a collaboration led by ANL involving SNL and three universities that will provide advances in reaction kinetics and dynamics that complement and capitalize on the PNNL advances.

3. “A Computational Facility for Reacting Flow Science,” (submissions to BES/Chemical Sciences) is a collaboration led by SNL, eight universities and one industry that will provide next-generation software incorporating new approaches for discovery of chemistry-fluid interactions and the predictive description of complex reacting flows that exploit advances in the PNNL and ANL programs 

4. “Collaboratory for Multi-scale Chemical Science,” (proposal to OASC/MICS) is a collaboration led by SNL involving ANL, PNNL, LLNL, LANL, NIST, and MIT that will pilot the information and collaboration technology enabling multi-scale knowledge creation, discovery, and exchange among key elements of the DOE chemical sciences community.

While it is unlikely that all of the above programs will be fully funded, our intention is to initiate a collaboration that will grow over time to a coordinated approach to the broad range of challenges and opportunities just outlined.  In the remainder of this preproposal we outline the elements of the second program above.   

Research Objectives

Multi-scale simulations of reactive flows requires the chemically accurate calculation of the thermochemistry, kinetics, and dynamics of open shell systems such as free radicals and, in some cases, excited electronic states.  It requires upon demand the integration of appropriately selective portions of the extensive mechanisms that result from any complete description of the chemistry of large-scale processes.  Efficient electronic structure software, kinetics and dynamics software, and mechanism reduction software are necessary to meet these requirements.  This proposal seeks to:

•
complement the PNNL-led program in electronic structure software with software development in the Gaussian-n (Gn) methodology and in the ab initio multi-reference singles and doubles configuration interaction (MRSDCI) method.  This will extend the range of reliable thermochemical calculations and improve reaction paths descriptions for open shell systems.

•
extend prototype parallel quantum dynamics software for the calibration of widely used approximate methods of kinetics and dynamics.

•
automate kinetics calculations by marrying electronic structure software and kinetics statistical theory software.

•
complement the SNL-led program in chemistry-fluids interactions by developing mechanism reduction software for the direct computation of intrinsic low dimensional manifolds (ILDM) and thus provide one method of adaptive chemistry for computational fluid dynamics (CFD) simulations.  
Technical Approach

A variety of ab initio electronic structure methods are required for the broad range of species that are present in the full chemistry of large scale processes.  Multireference methods, such as MRSDCI, are particularly useful in radical - radical and excited state chemistry where a single-reference zeroth order description of the electronic structure is generally inappropriate.  The COLUMBUS suite of programs includes an efficient and highly parallelized MRSDCI code, but the entire potential energy computation through to analytic energy gradients is not parallelized.  MRSDCI is also a method that, as currently implemented, scales poorly for larger molecular systems.  We propose to complete the parallelization of COLUMBUS MRSDCI by developing parallel software for the MCSCF, the Coupled Perturbed MCSCF, and the density matrix transformation steps.  We propose to address the scaling in two ways: a parallel wave function optimization scheme based on on-the-fly atomic-orbital repulsion integral computation, and an exploration of linear algebra based rank-reductions within the hamiltonian matrix itself and in the wave function expansion.  The optimization scheme is particularly suited to new iterative eigensolver techniques (for example, the subspace projected approximate matrix (SPAM) technique) that are include in the proposed Terascale Optimal PDE Simulations Enabling Technology Center (ETC).  This work will be carried out in coordination with the electronic structure software program led by PNNL on other methods.

Even with the next generation of terascale computing, the problem size approachable by high order ab initio electronic structure methods is limited.  The ranges can be accurately extended by incorporating reduced scaling in a variety of composite methods, one of the most prominent being Gn methods developed in part at ANL. The Gn methods optimally combine lower level and less expensive ab initio calculations so that the results reproduce a training set of secure experimental measurements.  When extended to much larger problems, these same combination rules retain excellent accuracy relative to experiment for such properties as thermodynamic quantities.  We propose to develop Gn methods for lower order perturbation theories and for reduced scaling higher correlation methods being developed here and in the PNNL-led program.  We also want to explore further improvement the accuracy of Gn methods by the use of larger basis sets and more accurate determination of equilibrium geometries.  

Chemically accurate kinetics and dynamics calculations convert the potential energy surface (PES) computed by electronic structure methods into rate constants and cross sections that can be compared to measurements or substituted for measurements in simulation studies.  The vast majority of theoretical kinetics and dynamics studies use statistical theories or trajectories whose computational intensity is almost entirely related to the electronic structure calculations.  To calibrate the approximate kinetics and dynamics of studies, fully exact but computationally intensive quantum dynamics and kinetics calculations must be done.  We propose to develop improved software for these calibrating quantum calculations and for integrated kinetics/electronic-structure calculations.

Quantum dynamics algorithms come in time-dependent and time-independent forms with each form having its advantages and disadvantages.  We propose in collaboration with our co-investigator (Goldfield at Wayne State) to improve existing parallel software for time-dependent quantum dynamics so as to allow extension to larger reactions (beyond four atom systems) and to more resolved information (e.g., differential cross sections) than is currently possible.  Such extensions, aside from certain special cases, really require a teraflop computing environment.  The software will be based on algorithms that feature: (1) real wave packets (ANL developed to avoid complex arithmetic), (2) parallelization in both spatial and angular momentum coupling (collaborative work between ANL and Goldfield pioneered the idea of parallelization in angular momentum coupling), and (3) flexible coordinate and basis set systems including the use of product-based Jacobi coordinates (more efficient for differential cross sections).  We also propose to explore software based on a Cartesian, instead of internal, coordinate system.  Such an approach is hopelessly inefficient for a few atoms, but, as the number of atoms increases, the simplicity of the propagator may allow for robust and efficient software superior to the more customized software demanded by internal coordinates.  This time-dependent quantum mechanics effort complements time-independent efforts contained in the Los Alamos National Laboratory response to this SciDAC call.  

Quantum kinetics algorithms based on calculating the Boltzmann average of the cumulative reaction probability (CRP) can also be time-dependent or time-independent.  The time-dependent software discussed above can readily be adapted for the CRP.  However the time-independent formulation is a special iterative eigensolve problem where individual eigenstates have their own meaning in relationship to levels of the transition state used in statistical kinetics theories.  (This allows a deeper level of calibration of these approximate theories.)  We have parallelized the time-independent method of Miller (Berkeley) by applying the ANL-developed PETSc library to the underlying mathematical kernels. Effective parallelization on model problems of up to six degrees of freedom has been achieved on the NERSC T3E.  We proposed to extend our existing software and to evaluate preconditioners and subspace techniques to improve its time to solution. Preconditioners and subspace techniques (like SPAM) not currently in PETSc have shown promise in non-parallel applications.

The quantum methods discussed above have their prime use in calibrating statistical and trajectory methods whose efficiency is directly related to the efficient and selective use of electronic structure calculations.  In the past, one of our co-investigators (Truhlar at the U. of Minnesota) has successfully integrated electronic structure software (e.g., Gaussian, NWChem, Games) into kinetics characterizations of the reaction path.  Both the Truhlar group and an ANL/SNL collaboration (with Klippenstein) have carried our direct kinetics calculations in which electronic structure calculations yield the rate constant without a definition of the reaction path.  We all propose to build on this experience in three ways.  First with common component architecture (CCA) techniques we will incorporate into our direct kinetics software the new electronic structure software of the PNNL-led program and our program.  Second, we will extend kinetics/electronic-structure integration to regions well away from the reaction path to describe hindered rotations.  Third, we will begin the automation of kinetics calculations by developing integrated software to direct a rules-based discovery of critical regions of the PES, select the appropriate statistical kinetics techniques, and compute the rate constant, including master equation computations for pressure dependence.  While it may not be feasible to make such software fully robust at this stage, we do believe that useful software can be developed now and its development will accelerate the discovery of more robust algorithms and rules.  

For any large scale chemical process, the full mechanism as expressed in rate constants and thermochemistry is likely to be orders of magnitude too extensive to be wholly incorporated into CFD studies.  Adaptive chemistry at each CFD grid point is a goal of the SNL-led program.  Computation of the ILDM can often describe how concentrations of chemical species develop relationships, independent of initial concentration values, which simplify the propagaion of chemistry during a CFD simulation time step.  Along with co-investigator Skodje (U. of Colorado), ANL has developed more robust ways (e.g., predictor-corrector and propagation methods) to determine ILDMs than those previous available in the past.  We propose to develop the software for these methods and exploit CCA techniques to ease the integration of this software into the software developed by the SNL-led program.  This same software will also be applied to spectral element CFD software under development at ANL and to finite volume CFD software being proposed at Lawrence Berkeley Laboratory (LBNL).

Proposed activities in computer science

Much of the work discussed above involves common mathematical kernels whose software has been developed in part with Mathematics, Information, and Computer Science (MICS) support.  The CRP work with PETSc solvers and the MRSDCI work with SPAM solvers are two examples.  This proposal will both exploit this MICS-supported work and feedback into it new kernels of general usefulness (e.g., preconditioners for PETSc and approximate matrices for SPAM eigensolver approaches).  Some of this work will exploit CCA technology to allow plug-and-play software for simulations spanning disciplines and scales.  To further development, application, and migration of software in this environment, this proposal has included computer scientist (Minkoff and Smith) as co-investigators and will request MICS matching funds. 

Relationship to Other Efforts

The proposed efforts significantly leverage programs and personnel in current ANL projects funded by both BES/Chemical Sciences and by MICS.  The work proposed by two of our university collaborators (Skodje and Truhlar) build off their current programs supported by BES/Chemical Sciences.  Our third university collaborator (Goldfield) is a former sabbatical and frequent summer visitor whose past code parallelization work with us will be extended in this proposoal.  Our proposed efforts also interact with DOE-supported ANL CFD software activities (Fischer, Tzanos).  This proposal is coordinated with other proposals from PNNL and SNL to span software requirements for multi-scale simulations.

We will be involved in two ETCs and one pilot collaboratory.  The Terascale Optimal PDE Simulations Center ETC (Keyes, LLNL) will develop portable parallel solver technology in both eigensolve and linear solves that we plan to exploit, including the SPAM method originally developed by us.  The Common Component Architecture ETC (Armstrong, SNL; Bernholdt, ORNL; Windus and Trease, PNNL) will develop the requirements to enable the CCA export of electronic structure software to kinetics software and the CCA export of mechanism reduction software to a CFD software developed by the SNL-led program and by current programs at ANL and elsewhere (e.g. LBNL).  The results of applications of the tools and software to be developed by this project will be used by the pilot Collaboratory for Multi-Scale Chemical Science (Hewson and Yang, SNL), the fourth program initially mentioned above.  The data and meta-data requirements for connecting molecular, kinetic and mechanistic models will be analyzed and developed in this activity.

Budget

Two FTE and three postdoctoral students from BES.  Three quarters of an FTE from MICS matching funds for the proposed computer science activities.  Related work at the University of Minnesota will be funded under a separate proposal.  Collaborative work at the Univeristy of Colorado, at Wayne State University, and with Klippenstein at SNL are budgeted at $20 K/yr each to facilitate travel and the shared direction of three ANL-centered postdoctoral students.
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