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P
urpose

Terascale computing provides an unprecedented opportunity to achieve levels of detail and accuracy in numerical simulations that were previously unattainable. DOE scientists can reach new levels of understanding through the use of high-fidelity calculations based on multiple coupled physical processes and multiple interacting physical scales in application areas such as climatology, fusion reactors, and accelerator design. The optimal route to superior simulation in these areas, and frequently the only way to obtain useful answers, is to use adaptive, composite,  hybrid approaches. Unfortunately, the lack of easy-to-apply, interoperable meshing, discretization, and adaptive technologies severely hampers the realization of this optimal path. DOE scientists often find the mastery of a plethora of potentially incompatible software systems to be a lengthy diversion from their central scientific investigations. This center recognizes this critical gap, and will, as its central goal, address the technical and human barriers preventing the effective use of powerful adaptive, composite, and hybrid methods necessary to obtain optimal simulations from terascale hardware.

Technical Approach

To achieve this goal, this center will develop and deploy the mechanisms needed to enable the use of multiple strategies within a single simulation on terascale computers.  We will focus our efforts in the areas of high-quality, hybrid mesh generation for representing complex and possibly evolving domains, high order discretization techniques for improved numerical solutions, and adaptive strategies for automatically optimizing the mesh to follow moving fronts or to capture important solution features. We will encapsulate our research into software components with well-defined interfaces that enable different mesh types, discretization strategies, and adaptive techniques to interoperate in a “plug and play” fashion.  In addition, we will leverage the considerable expertise of the PIs in the design and implementation of PDE frameworks to create large-scale, interoperable components containing significant PDE-based simulation capabilities. By leveraging existing software, this ETC will have significant near-term impact on several SciDAC and Office of Science applications.  In addition, by enabling hybrid solution strategies to be easily deployed and tested, we will have a broad, long-term impact on the approaches used by application developers in all fields of mesh-based simulation science.

We will develop state-of-the-art approaches and interoperable software tools and techniques in the following four areas:

High Quality Mesh Generation: Our overarching goal in this area is to enable the efficient use of terascale computers to rapidly generate hybrid meshes for arbitrarily complex geometries.  Thus, we will incorporate mature technologies in this area; for example, those associated with Overture, NWgrid, Trellis, and CUBIT, as components to be used in conjunction with new techniques developed to ensure a full set of mesh generation tools capable of operating from general domain definitions. To support the use of multiple mesh types in a single application, three integration aspects must be addressed.  First, we will adopt and extend existing interface implementations that standardize access to geometry descriptions to ensure that all the mesh generation components operate in a consistent environment.  Second, we will provide the mechanisms needed to “stitch” together meshes generated by different components through the development of general connection algorithms and advanced mesh quality improvement algorithms. Finally, we will provide a unified interface for interacting with the different underlying mesh data structures and functionalities. Using our extensive experience with different mesh types, we will work with the CCA forum to define a set of standard interfaces to efficiently access mesh geometry and connectivity information and to ensure that our components are compliant with emerging standards.  In addition, we will develop new mesh generation capabilities that specifically address the needs of high-order discretization methods, such as curved elements, and new adaptive techniques, such as volume meshes that conform to a moving front.

High Order Discretization Methods: Accurate solutions to time-dependent PDEs can often only be obtained with high-order discretization methods. Our work in this area will focus on four topics. First we will encapsulate high-order spatial discretization technologies into a compact library that provides a standard interface to different discretizations of common PDE operators on general meshes. We will work closely with the Performance ETC to apply the ROSE code preprocessor tools to tune these kernel operations to obtain good single processor performance. Second, to ensure accurate, efficient simulations, we will develop quality metrics appropriate for high order elements and develop optimization-based mesh quality improvement software that will optimize many different mesh and element types. Third, we will develop new methods for adaptive high-order temporal discretizations to ensure that PDE solutions are time-accurate as well as spatially accurate.  Finally, to support the use of multiple mesh and discretization types in the same application, we will create generalized procedures for mapping, interpolating, and linking the field values among different, possibly distributed, mesh and element types. 

Adaptive Techniques: Adaptive methods are critical to obtaining high fidelity solutions at a reasonable computational cost, even on terascale computers.  Several of our PIs have considerable expertise in multiple types of adaptivity including front tracking and h-, p-, and r- refinement methods.  The best possible solution is achieved by combining approaches, and we will develop software components that enable multiple approaches to be used in a single simulation. We will provide techniques that automatically select the best approach for a given computation and deploy these strategies in our existing simulation codes. 

Terascale Computing: Ensuring that our technologies perform well on terascale architectures is of critical importance to this center.  We will generalize dynamic partitioning algorithms and define new models and associated data hierarchies for balancing the workload, minimizing communication costs, and addressing the additional overhead potential in hybrid solution strategies. We will also interoperate with existing partitioning tools including, e.g., Zoltan (SNL), RPM (RPI), and PADRE (LLNL). As needed, we will develop scalable algorithms and implementations for mesh generation tools, high-order methods, and adaptive techniques. Finally, we will ensure our tools take full advantage of the memory and communication hierarchies prevalent in terascale computers. 

Relationship to Other ETCs and DOE Applications

Because meshing and discretization are central to the solution of many PDE-based applications, we will interact closely with a number of different ETCs to ensure our research is relevant and that our software is interoperable with other ETC center software.  In addition to the interactions with the CCA and performance ETCs mentioned above, we will work with the solvers ETC to ensure that mesh representations suitable for multilevel techniques are provided and that the interfaces between solvers and discretization strategies are well defined. We will work with the visualization ETC to determine the best visualization strategies for high-order, adaptive, time dependent solution fields and to incorporate standard mesh interfaces into their tools. 
We anticipate making a major impact on multiple application areas of interest to the Office of Science including SciDAC applications.  We will work with OFES-supported plasma physics applications to explore the incorporation of mixed element meshes, discretization libraries, and adaptive refinement into the parM3D code. We will also work with scientists under OBER to develop adaptive approaches within climate modeling components and strategies for the coupling between ocean, wave, and climate models and various subgrid models. In addition, we will demonstrate the applicability of our tools through a test bed of existing DOE application collaborations. These collaborations include study of fluid instabilities with ICF applications (BNL, SB, RPI, PNNL, LLNL), jet breakup and spray modeling (BNL, SB, ANL, PNNL), flow in porous media (SB and BNL), reactor cooling (ANL), reactive flow in complex geometries (LLNL, RPI), free surface flow modeling for target design of a muon collider accelerator and liquid metal cooling in a Tokamak (BNL), enhanced accelerator tracking design (BNL), and several studies in biosimulation modeling: cardiac electrophysiology (BNL, PNNL), biofluids (ANL, RPI, LLNL), and computational cell and organ physiology (PNNL, ORNL, LLNL).  This application diversity helps ensure our center’s success in building widely useable, interoperable tools. 

Proposal Team

The proposal team consists of researchers from six DOE national laboratories (ANL, LLNL, BNL, SNL, PNNL, and ORNL) and two universities (Rensselear Polytechnic Institute and SUNY Stony Brook).  The PIs have broad expertise in the areas of mesh generation, mesh quality assessment and control, high order discretization techniques, adaptive methods, scalable algorithms for terascale computers, and in building collaboration teams with diverse application communities.  In addition, the team has extensive experience with developing and maintaining broadly available software tools for PDE-based applications (e.g., Overture, NWGrid, Frontier, Trellis, Opt-MS, and CUBIT).

Center Management 
The principal investigator for this center will be Jim Glimm.  The PI will be supported by a strong executive committee consisting of the lead investigators responsible for cross-cutting technical activities as well as the points of contact for each participating institution.  The technical leads are identified as follows: Brown (mesh generation), Knupp (mesh quality), Flaherty (high order discretization technologies), Shephard (adaptive techniques), Trease (terascale computing), Freitag (software interoperability) and Glimm (applications liaison).  In addition, the center will create an advisory committee consisting of representatives from the application centers and other ETCs to ensure the relevance of our proposed work.  The executive and advisory committees will meet regularly at rotating sites and the technical groups will meet as necessary to accomplish their goals. 

Budget 

The anticipated budget required to meet our goals of basic research, software development and deployment in advanced meshing and discretization technologies is approximately $4M/year.  Initially, funding will be distributed as follows: $500K to ANL, $250K to BNL, $700K to LLNL, $625K to PNNL, $625K to SNL, $375K to ORNL, $675K to RPI, and $250K to SUNY at Stony Brook.  We anticipate expanding our center in the later years and will include an out-year growth 
plan with the full proposal.
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Education

Ph.D.
Applied Mathematics, California Institute of Technology, Pasadena, CA, 1982

M.S.
Geophysics, Stanford University, Stanford, CA, 1977

B.S. 
Physics, Stanford University, 1977

Professional Experience

1999 – present
Simulation Frameworks Section Leader, Center for Applied Scientific Computing (CASC), Lawrence Livermore National Laboratory (LLNL), Livermore, CA 

1998-1999
Computational Mathematics Group Leader, CASC, LLNL

1995–1998
Team Leader for Numerical Analysis and Parallel Computing; Scientific Computing Group, 
Los Alamos National Laboratory (LANL), Los Alamos, NM 

1991–1992
Section Leader, Numerical Analysis and Parallel Computing Section, Computer Research & Applications Group, LANL

1986–1995
Technical Staff Member, Computer Research & Applications Group, LANL 

1984–1986
Director's Postdoctoral Fellow, Computer Research & Applications Group and Center for Nonlinear Studies, LANL

1982–1984
Research Fellow in Applied Mathematics, California Institute of Technology
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1. Brown, D.L, R. Cortez, and M.L. Minion, “Accurate Projection Methods for the Incompressible Navier-Stokes equations”, J. Comp. Physics, (2000),  to appear.

2. Minion, M.L., and D.L. Brown, “Performance of Under-Resolved Two-Dimensional Incompressible Flow Simulations, II,” J. Comp. Physics, 138 (1998), pp. 734–765.

3. Brown, D.L., and W.D. Henshaw, “OVERTURE: Object-Oriented Tools for Solving CFD and Combustion Problems,” in A. Tentner, Ed., High Performance Computing 1998, Grand Challenges in Computer Simulation, The Soc. for Computer Simul. Int'l. (1998), pp. 21–26. 

4. Brown, D.L., G.S. Chesshire, W.D. Henshaw, and D.J. Quinlan, “OVERTURE: An Object-Oriented Software System for Solving Partial Differential Equations in Serial and Parallel Environments,” in Proc. of the Eighth SIAM Conf. on Parallel Processing for Scientific Computing. (1997).  Also available as Los Alamos National Laboratory unclassified report 97-335.

5. Brown, David L., and Michael L. Minion, “Performance of Under-Resolved Two-Dimensional Incompressible Flow Simulations,” J. Comp. Phys., 122 (1995), pp. 165–183.

6. Brislawn, K.D., D.L. Brown, G. Chesshire, and J.S. Saltzman, Adaptive Composite Overlapping Grids for Hyperbolic Conservation Laws, Los Alamos National Laboratory unclassified report 95-257 (1995).

7. Brown, David L., M. Gregory Forest, Brian J. Miller, and N. Anders Petersson, “Computation and Stability of Fluxons in a Singularly Perturbed Sine-Gordon Model of the Josephson Junction,” SIAM J. Appl. Math., 54 (1994), pp. 1048–1066.

8. Brown, D.L., “An Unsplit Godunov Method for Systems of Conservation Laws on Curvilinear Overlapping Grids,” Math. Comput. Modelling, 20 (1994), pp. 29–48.

9. Brown, D.L., “A Finite Volume Method for Solving the Navier-Stokes Equations on Composite Overlapping Grids,” in B. Engquist and B. Gustafsson, Eds., Proc of the Third Int’l. Conf. on Hyperbolic Problems, Uppsala, Sweden, 1 (1991), StudentLitteratur/ Chartwell-Bratt.

10. Kreiss, H.-O., N.K. Nichols, and D.L. Brown, “Numerical Methods for Stiff Boundary Value Problems,” SIAM J. Numer. Anal., 23 (1986), pp. 325–368.
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1991-present   Research Staff, Computer Science and Mathematics Division, ORNL

1990-1991       Postdoctoral  Fellow, Oak Ridge Associated Universities, ORNL

1989-1990       Research Associate, University of Waterloo, Ontario, Canada

Education:     PhD 1989  Computer Science, University of Waterloo, Ontario, Canada.

                       M Math 1985 Computer Science, University of Waterloo, Ontario, Canada.

                       B Math 1983 Computer Science, University of Waterloo, Ontario, Canada

Relevant Publications:

Are Bilinear Quadrilaterals Better than Linear Triangles?, SIAM Journal on Scientific Computing, Vol 22, No. 1, pp. 198-217.

On Optimal Bilinear Quadrilateral Meshes, Engineering with Computers, (1999) 15:219-227.

Optimal Triangular Mesh Generation by Coordinate Transformation, SIAM Journal on Scientific and Statistical Computing, Vol. 12, No. 4, pp. 755-786, July 1991.

On Optimal Triangulation Meshes for Minimizing the Gradient Error, Numer. Math., 59,  321-348 (1991) with R. B. Simpson. 

Spectral Calculation of Radio Frequency Heating in Tokamak Plasmas Using Massively Parallel Computing, E. F. Jaeger, E. F. D'Azevedo, L. A. Berry, D. B. Batchelor, M. D. Carter, submited to Phyics of Plasmas.

ScaLAPACK Users' Guide with L. S. Blackford, J. Choi, A. Cleary, J. Demmel, I. Dhillon, J. Dongarra, S. Hammarling, G. Henry, A. Petitet, K. Stanley, D. Walker, R. C. Whaley.  Published by SIAM 1997, ISBN 0-89871-397-8.  Online version at http://www.netlib.org/scalapack/slug/scalapack_slug.html.
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Amos Eaton Professor
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Polytechnic Institute of Brooklyn
Aeronautical Engineering
B.S., 1964

Polytechnic Institute of Brooklyn
Applied Mechanics
M.S., 1966

Polytechnic Institute of Brooklyn
Applied Mechanics
Ph.D., 1969

b. Appointments

Acting Chair, Computer Science
Rensselaer Polytechnic Institute
2000-date

Professor of Information Technology
Rensselaer Polytechnic Institute
1998-date

Visiting Scientist, IMA
University of Minnesota
1996

Amos Eaton Professor
Rensselaer Polytechnic Institute
1992-date

Professor, Computer Science
Rensselaer  Polytechnic Institute
1984-date

Chairperson, Computer Science
Rensselaer  Polytechnic Institute
1984-91

Consultant
Benét Laboratories
1980-date

Visiting Scientist
Stanford U. and U. of Arizona
1980-81

Asst., Assoc., Prof., Math. Science
Rensselaer  Polytechnic Institute
1973-date

Assistant Professor, Mathematics
New York University
1970-72

Instructor, Applied Mechanics
Polytechnic Institute of Brooklyn
1968-70

c. Recent Publications

1. J.E. Flaherty, R. Loy, M.S. Shephard, B.K. Szymanski, J. Teresco, and L. Ziantz, Adaptive local refinement with octree load-balancing for the parallel solution of three-dimensional conservation laws, J. Par. and Distrib. Comput., 47 (1997), 139--152.

2. J.E. Flaherty, R.M. Loy, C. Özturan, M.S. Shephard, B.K. Szymanski, J.D. Teresco, and L.H. Ziantz, Parallel structures and dynamic load balancing for adaptive finite element computation, Appl. Numer. Maths., 26 (1998), 241-265.

3. J.D. Teresco, M.W. Beall, J.E. Flaherty, and M.S. Shephard, A hierarchical partition model for adaptive finite element computation, Comp. Meths. Appl. Mech. Engrg., 184 (2000), 269--285.

4. T.K. Ohsumi, J.E. Flaherty, V.H. Barocas, S. Adjerid, and M. Aiffa, Adaptive finite element analysis of the anisotropic biphasic theory of tissue-equivalent mechanics, Comp. Meths. Biomech. and Biomech. Engng., 3 (2000), 215--229.

J.-F. Remacle, J.E. Flaherty, and M.S. Shephard, An adaptive discontinuous Galerkin technique with an orthogonal basis applied to Rayleigh-Taylor flow instabilities, SIAM Review, 2000, submitted.

d. Synergistic Activities

1. Editor or editorial board member of Comp. Mech. Adv., Int. J. Comput. Engng. and Sci.,  Appl. Numer. Maths., SIAM J. Sci. Comput.., SIAM Monog. on Math. Model. and Comput.., SIAM Review.
2. Member ACM, IEEE, IMACS (Executive Council), SIAM, USACM (Fellow, Secretary).

Lori Freitag

MCS 221/C223

Argonne National Laboratory

Argonne, IL 60439

Phone: (630) 252-7246  Fax: (630) 252-5986

Email: freitag@mcs.anl.gov
Education


Ph.D.

Applied Mathematics, University of Virginia, 1992



M.A.M.
Applied Mathematics, University of Virginia, 1990

B.A. 

Mathematics, Edinboro University of Pennsylvania, 1988

Professional Experience

1999-present
Computer Scientist, Mathematics and Computer Science Division, 

Argonne National Laboratory

1998-present
Member, CCA Forum

1994-1999 Assistant Computer Scientist, Argonne National Laboratory

1998 Sabbatical Visit, Department of Computation, Computers, and Math, 

Sandia National Laboratories

1997, 1998
Lecturer, Mechanical Engineering, University of Illinois at Chicago

1992-1994 Post-Doctoral Appointee, Argonne National Laboratory

1989-1992 Research Assistant, Applied Mathematics Department, 

 

University of Virginia

Selected Publications

Local Optimization-based Simplicial Mesh Untangling and Improvement (with Paul Plassmann), International Journal of Numerical Methods in Engineering, Volume 49, Issue 1-2, July, 2000, pages 109-125.

A Cost/Benefit Analysis of Simplicial Mesh Improvement Techniques as Measured by Solution Efficiency (with Carl Ollivier-Gooch), International Journal of Computational Geometry and Applications, Volume 10, Number 4, 2000, pages 361-382.

A Parallel Algorithm for Mesh Smoothing (with Mark Jones and Paul Plassmann), SIAM Journal of Scientific Computing, Volume 20, Number 6, 1999, pages 2023--2040.
Users Manual for Opt-MS: Local Methods for Simplicial Mesh Smoothing and Untangling, ANL Technical Report, Number ANL/MCS-TM-239, Argonne National Laboratory, Argonne, Illinois, March, 1999.

The Scalability of Mesh Improvement Algorithms (with Mark Jones and Paul Plassmann), Algorithms for Parallel Processing (Editors Michael Heath, Abhiram Ranade, and Robert Schreiber), IMA Volumes in Mathematics and Its Applications, Volume 105, Springer-Verlag, 1998, pages 185--212.
Tetrahedral Mesh Improvement Using Face Swapping and Smoothing (with Carl Ollivier-Gooch), International Journal for Numerical Methods in Engineering, Volume 40, J. Wiley and Sons, 1997, pages 3979--4002.

James Glimm

Chair, Department of Applied Mathematics and Statistics

SUNY Stony Brook, NY 11794

Director, Center for Data Intensive Computing, BNL

Tel: (631) 632-8355; Fax: (631) 632-8490; Email: glimm@bnl.gov 

Professional Experience

Columbia University, BA, 1956, Ph.D., 1956-1959

1999-present
Director, Center for Data Intensive Computing, Brookhaven National Laboratory 

1989-present
Distinguished Professor, SUNY at Stony Brook

1982-89 Professor, Courant Institute, NYU

1974-82 Professor, The Rockefeller University

1968-74 Professor, Courant Institute, New York University

1960-68 Professor, Associate Professor, Assistant Professor, MIT

1959-60 Temporary Member, Institute for Advanced Study Laboratory

Prizes, Honors, and Fellowships


New York Academy of Science Award in the Physical and Math Sciences (1979)


Dannie Heineman prize for Mathematical Physics (1980)


Steele Prize for a paper of fundamental importance, AMS (1993)


Member, National Academy of Sciences 


Member, American Academy of Arts and Science


National Science Foundation Fellowship, 1959-1960


Guggenheim Fellowships, 1963-1964, 1965-1966

Fields of Expertise: Computational Fluid Dynamics, Stochastic Partial Differential Equations, Mathematical Physics, Scientific Computing

Selected Recent Publications

1. J. Glimm and D. Sharp, ``Prediction and the Quantification of Uncertainty.'' Physica D, 133 (1999), pp 152-170.

2. J. Glimm, H. Kim, D. H. Sharp, and T. Wallstrom, ``A Stochastic Analysis of the Scale Up Problem for Flow in Porous Media.'', Computational and Applied Mathematics, 17 (1998), 67-79.

3. J. Glimm, S. Hou, H. Kim, D. Sharp, and K. Ye, ``A Probability Model for Errors in the Solution of a Partial Differential Equation.'' In: Proceedings of the 8th Annual Symposium on Computational on Computational Fluid Mechanics. Bremen, Germany, 1999. SUNYSB Preprint number: SUNYSB-AMS-99-11.

4. J. Glimm and D. H. Sharp, ``Stochastic Methods for the Prediction of Complex Multiscale Flow.''  Quarterly J. Appl. Math. 56 (1998), 741-765.

5. J. Glimm, S. Hou, H. Kim, D. Sharp and K. Ye, ``Risk Management for Petroleum Reservoir Production: A Simulation-Based Study of Prediction.'' Submitted to J. Comp. Geosci..
6. J. Glimm, D. Saltz, and D. H. Sharp}, ``The Statistical Evolution of Chaotic Fluid Mixing.'' Phys. Rev. Lett.  80 (1998), 712-715.

Dr. Patrick M. Knupp, Senior Member Technical Staff, Sandia National Laboratories

Address: Parallel Computing Sciences Department, Mail Stop 0847, P.O. Box 5800, 

Sandia National Laboratories, Albuquerque, NM  87185-0847.  Phone: 505-284-4565; 

FAX : 505-844-9297; E-mail: pknupp@sandia.gov  or  pknupp@math.unm.edu 

Education:     Ph.D., Applied Mathematics, University of New Mexico, 1989

                       M.A., Applied Mathematics, Washington State University, 1978

                       B.S, Physics, Montana State University,  1975

Statement of Current Work

Dr. Knupp’s primary research interest is applied and computational mathematics, with emphasis on accurate, robust, and fast numerical algorithms.  He is a leading authority on numerical grid generation, being a co-author of the textbook, The Fundamentals of Grid Generation, and author of over two dozen papers on mesh generation.   Dr. Knupp is presently employed at Sandia National Laboratories on the CUBIT mesh generation project where he develops sweeping, smoothing, and optimization algorithms to create unstructured all-hexahedral meshes and to improve mesh quality. He has been a principle investigator in the DOE MICS program for the past four years.  He is presently serving on the steering committee for the 10th International Meshing Roundtable. In addition to mesh generation, Dr. Knupp has extensive experience in the development and verification of engineering software, particularly for porous media flow.
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1. (with S. Steinberg).   The Fundamentals of Grid Generation, CRC press, 1993.

2. “Achieving Finite Element Mesh Quality via Optimization of the Jacobian Matrix Norm and Associated Quantities,” Intl. J. Numer. Meth. Engr., Vol. 48, pp1165-1185,

July 2000.

3. (with N. Robidoux), “A Framework for Variational Grid Generation,” SIAM J. Sci. 

Comput., Vol. 21, No. 6, pp2029-2047, 2000.

4. (with J. Hyman, S. Li, and M. Shashkov) “An algorithm to align a quadrilateral grid

with Internal Boundaries,” J. Comp. Phys., 163, pp133-149, 2000.

5. “Winslow Smoothing on Two-Dimensional Unstructured Meshes,” Engineering with Computers, 15: 263-268, 1999.

6.   “Applications of Mesh Smoothing: Copy, Morph, and Sweep on Unstructured Quadrilateral Meshes,” Int’l. J. for Num. Meth. in Engr., Volume 45, Issue 1, p37-45, 1999.

7. “Jacobian-Weighted Elliptic Grid Generation,”  SIAM J. Sci. Comput., Vol. 17,

      No. 6, pp1475-1490, November 1996.

8. “A Moving Mesh Algorithm for 3-D Regional Groundwater Flow with Water-Table and Seepage Face,” Advances in Water Resources, Vol. 19, No. 2, pp. 83-95, 1996.

9. (with Jose Lage).  “Generalization of Forchheimer-extended Darcy Flow Model to Tensor Permeability Case via Variational Principle,” Journal of Fluid Mechanics, vol. 299, pp97-104, 1995.

MARK S. SHEPHARD

Samuel A. and Elisabeth C. Johnson, Jr. Professor of Engineering

Scientific Computation Research Center

Rensselaer Polytechnic Institute, Troy, NY 12180-3590

518-276-6795, fax: 518-276-4886, shephard@scorec.rpi.edu

EDUCATION

1979
Ph.D., Structural Engineering, Cornell University

1974
B.S., Civil Engineering, Clarkson College

PROFESSIONAL EXPERIENCE

1998-present
Professor, Information Technology, Rensselaer Polytechnic Institute

1996-present
Professor of Computer Science, Rensselaer Polytechnic Institute

1993-present
Samuel A. and Elisabeth C. Johnson, Jr. Professor of Engineering

1990-present
Director, Scientific Computation Research Center, Rensselaer 

1989, 1991
Acting Chairman (while Chairman on sabbatical), Civil Engineering, Rensselaer

1987-present
Professor, Civil Engineering, Rensselaer Polytechnic Institute

1987-present
Professor, Mechanical Engng, Aeronautical Engng. & Mechanics, Rensselaer

1986-1988
Acting Director, Center for Interactive Computer Graphics, Rensselaer

1986-1987
Associate Professor, Mech. Engng., Aero. Engng. & Mechanics, Rensselaer

1985
Visiting Research Fellow, General Electric Corporate Research and Development

1984-1987
Associate Professor, Civil Engineering, Rensselaer Polytechnic Institute

1979-1984
Assistant Professor, Civil Engineering, Rensselaer Polytechnic Institute

EDITORSHIPS

Editor: Engineering with Computers

Editorial Board: Computational Mechanics, Computers & Structures, Computer Methods in Applied Mechanics and Engineering, International Journal for Engineering Analysis and Design, International Journal for Numerical Methods in Engineering

MEMBERSHIPS/AFFILIATIONS

U.S. Association for Computational Mechanics, Fellow and Past President; International Association for Computational Mechanics, Fellow and General Council; ASME, Fellow; AIAA, Associate Fellow; American Academy of Mechanics, Member; ASCE, Member
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POSITION: Staff Member, Applied Mathematics Group, Theory Modeling & Simulation Directorate, Fundamental Science Division, Pacific Northwest National Laboratory
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B.S., Mathematics and Physics, Kearney State College, 1977. 

M.S., Nuclear Engineering, University of Illinois, Urbana-Champaign, 1979.

PhD., Nuclear Engineering, University of Illinois, Urbana-Champaign, 1981.

PROFESSIONAL AREAS OF RESPONSIBILITY: Harold is currently working on the development of the parallel, three-dimensional, unstructured, time-dependent physics codes, called NWGrid and NWPhys. Harold is applying his unstructured grid generation algorithms to several areas, such as computational organ modeling, computational cell modeling, engineering, atmospheric, and subsurface modeling.

PROFESSIONAL AREAS OF INTEREST: The development of three-dimensional, high-speed, parallel computational physics algorithms applied to the coupling of fluid dynamics, continuum mechanics, diffusion, MHD and transport algorithms. Another area of interest is in parallel, three-dimensional hybrid geometry/grid generation. 

EXPERIENCE/ACCOMPLISHMENTS: Harold conducted his PhD research at the Los Alamos National Laboratory where he wrote a two-dimensional version of a Free-Lagrange hydrodynamics code.  After receiving his PhD from the University of Illinois Harold went to work for Los Alamos where he was tasked with writing a three-dimensional version of a Free- Lagrange hydrodynamics code to model the high speed, distorted fluid flows.  Harold became the team leader for the Los Alamos Three-Dimensional Code Development Project.  The goal of this Project was to bring an experimental hydrodynamics computer model (X3D) up to production status, where Los Alamos design groups could use the code as a general purpose computer model.  This project has reached its goal with several design groups and ASCI codes using X3D as a design analyses tool. Harold was involved with several  unstructured mesh generation  CRADAs (Semiconductor, Oil&Gas, automotive) while at LANL. Since moving to PNNL Harold has been leading the effort to build a new generation of  unstructured, hybrid, parallel mesh generation and solution codes (called NWGrid/NWPhys, which are derived from X3D). These codes are being used in the areas of environmental modeling and computational  biology applied to computational organ modeling in the Virtual Lung Project and computational cell modeling. 
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