Meshing and Discretization Component Enabling Technology Center

Purpose

Terascale computing provides an unprecedented opportunity to achieve a level of detail and accuracy in numerical simulations previously unobtainable.  In this center, we will develop meshing and discretization technologies that will help achieve this goal for both existing applications and for a new class of applications that use hybrid solution strategies to obtain the best possible approximations.  We will focus our efforts in the areas of hybrid mesh generation to obtain the most accurate representation of complex and possibly evolving domains, high order discretization techniques to obtain the most accurate numerical solution, and adaptive strategies to automatically optimize the mesh to follow moving fronts or to better capture small scale features.  In each of these areas, we will develop scalable algorithms suitable for terascale architectures. We will encapsulate our research into software components with well-defined interfaces that enable capabilities such as front-tracking, adaptive mesh refinement and partial differential operator discretizations on structured, unstructured and hybrid meshes.  In addition, we will leverage the considerable experience and expertise of the PIs in the design and implementation of PDE frameworks to create large-scale, interoperable components containing significant PDE-based simulation capabilities. By leveraging existing software, this ETC will have significant near-term impact on several SciDAC and Office of Science applications.  In addition, by enabling hybrid solution strategies to be easily deployed and tested, we will have a long-term impact on the approaches used in application development.

Technical Motivation and Approach

Current PDE-based research codes typically employ a single meshing and discretization technology to accomplish their objectives.  With the advent of terascale computing, extremely high-fidelity calculations involving multiple types of physics and multiple physical scales are within the realm of possibility.  In order to address the needs of such simulations effectively, the research scientist must have the ability to easily experiment with different meshing and discretization strategies, possibly simultaneously within a single application. This ETC will address these needs by developing and deploying interoperable software libraries to enable the use of multiple strategies within a single simulation on terascale computers. This software development will be supported by basic research in meshing and discretization techniques as needed to provide the mathematical basis for this new approach. This ETC will cover four important topic areas in meshing and discretization technology: 1) generation of high quality, hybrid meshes for arbitrarily complex domains, 2) high-order discretization methods, 3) adaptive methods, including front tracking, h- (element size), p- (element order), and r- (node movement) refinement for hybrid grids, and moving geometry, and 4) scalable, high-performance algorithms for terascale architectures.   An additional pervading theme of the work in our center is the interoperability of software, tools, and techniques necessary for enabling hybrid solution strategies. 

High Quality Mesh Generation: Our overarching goal in this area is to enable the rapid generation of hybrid meshes for arbitrarily complex geometries.  Thus, we will incorporate mature technologies in this area, for example, those associated with Overture, NWgrid, Trellis, and CUBIT, as components to be used in conjunction with new techniques for rapid structured mesh generation for CAD geometries, techniques for optimal mesh generation on general manifold surfaces using error metric tensors and principal curvature information, and new methods for generating curved elements suitable for high order discretization methods. To support the use of multiple mesh types in a single application, three integration aspects must be addressed.  First, we will adopt and extend existing interface implementations that standardize access to geometry descriptions to ensure that all the mesh generation components operate in a consistent environment.  Second, we will provide the mechanisms needed to “stitch” together meshes generated by different components through the use of general connection algorithms and advanced mesh quality improvement algorithms (described in more detail below). Finally, we will provide a unified interface for applications researchers to interact with the different underlying mesh data structures and functionalities. Using our extensive experience with both structured and unstructured meshes, we will work with the CCA forum to define a set of standard interfaces for efficiently accessing the geometry and connectivity information.  We will develop these tools and algorithms to efficiently utilize terascale computing architectures.

High Order Discretization Methods: Accurate solutions to time-dependent PDEs can be obtained through the use of high-order discretization methods. Our work in this area will focus on four topics. First we will encapsulate existing high-order spatial discretization technologies into a compact library to access discretizations of standard PDE operators in general curvilinear coordinates. We will deploy this software in a manner that is independent of the grid generation technology used by employing the standard interfaces for geometry and connectivity information mentioned above. We will work closely with the performance ETC to apply the ROSE code preprocessor tools to tune these kernel operations to obtain good single processor performance. Second, we will develop new methods for high-order temporal discretizations to ensure that PDE solutions are time accurate as well as spatially accurate.  Third, to ensure that the mesh quality is optimal for high order methods, we will develop quality metrics appropriate for high order elements and develop optimization-based mesh quality improvement software that will improve many different mesh and element types. Finally, to support the use of multiple mesh and discretization types in the same application, we will create generalized procedures for mapping, interpolating and linking the field values among different mesh and element types. (Will we create a standard interface for discretization techniques? What is the appropriate way of accessing the discrete operators?)

Adaptive Techniques: Adaptive methods are critical to obtaining high fidelity solutions at a reasonable computational cost, even on terascale computers.  Our center PIs have considerable expertise in several types of adaptivity including front tracking and h-, p-, and r- refinement methods.  The best possible solution is often achieved by combining approaches, and we will develop software that enables many different approaches to be used simultaneously.  For example, we will enable the addition of front tracking to unstructured, structured, and hybrid meshes and the development of “quality sensitive” r-refinement methods for use with ALE applications. Through these and other examples, we will determine which grid types and adaptive strategies are the most suitable for a given computation. To the extent possible, we will provide automated techniques that implement these strategies in our existing frameworks and as components for insertion into existing simulation codes. 

Terascale Computing: We will perform basic research in two primary aspects of terascale computing.  First we will develop scalable algorithms and implementations for the hybrid mesh generation tools, high-order methods, and adaptive techniques mentioned above (need to add more details here in discussion on Friday). For example, we will develop new dynamic partitioning algorithms that include some knowledge of the discretization stencil for optimal performance.  In addition we will create tools that take full advantage of the memory and communication hierarchies prevalent in high performance computers. As mentioned earlier, we will work with ROSE to ensure that kernel PDE operators perform optimally.  When applicable, we will work to interoperate with relevant tools created for parallel computing, for example, the Zoltan (SNL) and RPM (RPI) partitioning tools. 

Relationship to Other Effort
Because meshing and discretization are central to the solution of many PDE-based applications, we will interact closely with a number of different ETCs to ensure our research is relevant and that our software is interoperable with other ETC center software.  In particular, we will work with the solvers ETC to ensure that mesh representations suitable for multilevel techniques are provided and to ensure that the interfaces between solvers and discretization strategies are well defined. We will work with the Common Component Architecture Forum ETC to help define standard interfaces for mesh and field data access and will use emerging standards to ensure that our components are CCA compliant.  We will work with the visualization ETC to determine the best visualization strategies for high-order, adaptive, time dependent solution fields (need to actually talk to them about this) and to incorporate our standard access interfaces into their existing tools.  Finally, we will work with the performance ETC to develop automated code generation tools to obtain good single processor performance for our library of PDE operators. 

We anticipate making a major impact on a number of application areas of interest to the Office of Science including the SciDAC applications.  We will work with applications supported by OFES to incorporate mixed element meshes, discretization libraries, and adaptive refinement into the parM3D code, and to develop front-tracking MHD codes for predicting the flow of lithium as a cooling fluid.  We will also work with scientists under OBER to develop adaptive approaches within climate modeling components and strategies for the coupling between ocean, wave, and atmospheric models.  In addition, we will demonstrate the applicability of our tools through a test bed of existing Office of Science application collaborations. These collaborations include applications ranging from fluid instabilities (BNL, RPI, PNNL) and flows in porous media (BNL) to reactor cooling (ANL), cardiac electrophysiology (BNL, PNNL), and biofluids (ANL, RPI). 

Proposal Team

The proposal team consists of researchers from six DOE National Laboratories (ANL, LLNL, BNL, SNL, PNNL, and ORNL) and two universities (Rensselear Polytechnic Institute and SUNY Stoneybrook).  The PIs have broad range of expertise in the areas of mesh generation (both structured and unstructured), mesh quality assessment and control, adaptive techniques, and scalable algorithms for terascale computers.  In addition, several of the PIs have extensive experience with developing and maintaining software tools that are broadly available for the solution of PDE-based applications (e.g., Overture, NWgrid, Frontier, Trellis, Opt-MS, and Cubit).

Management (suggestions only)
The principal investigator for this center will be Jim Glimm who will serve as the primary point of contact for DOE.  The PI will be supported by a strong executive committee consisting of the lead investigators responsible for cross-cutting technical activities as well as the point of contact for each participating institution.  The technical leads are identified as follows Brown (mesh generation), Knupp (mesh quality), Flaherty (high order discretization technologies), Shephard (adaptive techniques), Trease (terascale computing), and Freitag (software interoperability).  In addition, the center will create an advisory committee consisting of representatives from the application centers and other ETCs to ensure the relevance of our proposed work.  The executive and advisory committees will meet regularly at rotating sites and the technical groups will meet as necessary to accomplish their goals. 

Budget 

The anticipated budget required to meet our goals of basic research, software development and deployment in advanced meshing and discretization technologies is XX/year.  Funding will be distributed to the participants as follows: X FTEs to ANL, X FTE to BNL, X FTEs to LLNL, X FTEs to PNNL, X FTEs to SNL, X FTEs to ORNL, X FTEs to RPI, and X FTE to SUNY Stonybrook.  Is there an outyear growth plan?









