Meshing and Discretization Technologies to Enable High Fidelity Simulations

Each category is broken down into “basic research” activities and software interoperability activities. 

Mesh Generation for High Order and Hybrid Solution Techniques
New mesh generation capabilities needed to support arbitrarily complex non-manifold geometries

· rapid, CAD-based structured mesh generation using hyperbolic mesh generation and other techniques (leveraging Rapsodi) (LLNL) 

· Combine overlapping grids and unstructured grids to create an automated tool for rapid CAD based mesh generation that’s predominately structured 

· geometry-defined, curved meshes/elements for higher order elements (RPI)

· hybrid 3D mesh generation constrained to arbitrarily complex geometric faces (e.g. such as those at the front as determined by FrontTrack Lite (predominantly regular with irregular nodes near the front) (BNL, PNNL, RPI, LLNL)

· optimal mesh generation on general manifold surfaces using error metric tensors and principal curvature information (ORNL)

· practical constraints for variational mesh generation to avoid mesh tangling (ORNL)

· create automated tools that support the creation of hybrid meshes (for example the use of the PNNL reconnection algorithms within Rapsodi) (PNNL, LLNL, RPI)

Mesh quality research for high-order elements and hybrid meshes

· new mesh quality metrics for high order elements (ANL, SNL, RPI, ORNL)

· optimization-based mesh quality improvement methods for hybrid meshes, curved geometries, and high-order elements (ANL, SNL, RPI)

· quality assessment of hybrid meshes using VERDE, new research to quantify the sensitivity of high order techniques to mesh quality (SNL)

· optimization of structured and hybrid meshes using PDE solution-based approach (LLNL, PNNL)

Software Interoperability

· Geometry

· support higher-level geometry-based problem definitions (RPI. LLNL, PNNL, BNL)

· define a standard virtual geometry interface that allows all mesh generation packages to share a description of the geometry, and to interoperate with a number of different CAD systems.  This system should evaluate the geometry in parallel and respect memory constraints for performance (SNL, RPI, LLNL, PNNL, BNL)

· Grids and Meshes

· use our experience with structured and unstructured grid representations to work with the CCA to define standard interfaces for accessing mesh and field information (All)

· create CCA compliant components of the mature technologies involved in this center, namely Overture, NWgrid, Trellis, Cubit  (LLNL, PNNL, RPI, SNL) and the new technologies developed, e.g. Mesquite (ANL, SNL).  These components should be interchangeable (when in makes sense) and interoperable.

· Grid-to-Grid remapping and transformations from on grid type to another (e.g., tet to hex, etc.) or from one grid system to another, including field data (e.g., NWgrid to CUBIT) (PNNL,LLNL,SNL)

Discretization Technologies for Hybrid Applications

Basic Research for High Order Methods
· error estimation and indicators for high order elements; particularly spectral elements (ORNL) and discontinuous Galerkin elements (RPI)

· high-order temporal discretization (ANL, RPI)

Basic Research for Coupling Discretizations

· generalized procedures to map and interpolate solution fields between meshes (RPI, PNNL, ORNL)

· interconnection utilities to establish at runtime linkage between DOF in different elements (ANL)

Software Interoperability
· To ensure that the choice of discretization technology can be separated from the choice of gridding technology, we will develop libraries that encapsulate various state-of-the-art discretization strategies for standard PDE operators in Cartesian, polar, and spherical coordinates including

· finite difference (?)

· finite volume (PNNL, LLNL)

· finite elements (RPI, ANL, BNL)

· discontinuous Galerkin (RPI)

· tensor product of 1D functions on hexes  (ANL)

· spectral tris and tets (ANL)

· vertex free nonconforming bases  (ANL)

Adaptive Methods

Basic Research

· improved error estimation for unstructured, hybrid, and structured mesh discretizations

· methods for accommodating moving internal and external boundaries (LLNL, RPI, BNL, PNNL)

· quality-sensitive, r-adaptive methods for ALE in ALEGRA - part of mesquite (SNL, RPI)

Software Interoperability

· automatic methods to determine which grid types and adaptive strategies are most suitable for the computation (RPI, LLNL, PNNL)

· develop FrontTrack Lite and combine with other frameworks (BNL, RPI, PNNL, LLNL)

· develop component implementations of adaptive technologies for insertion into existing simulation codes (LLNL, PNNL, RPI, ANL, BNL)

Terascale Computing

Basic Research

· Scalable algorithms research

· high order methods (RPI, PNNL, LLNL)

· adaptive methods (RPI, ANL, PNNL, LLNL)

· parallel hybrid mesh generation (RPI, PNNL, LLNL, SNL, BNL)

· dynamic partitioning algorithms that include some knowledge of the discretization stencil (PNNL, RPI, SNL)

· Architecture

· Creating automated tools for taking full advantage of the levels of memory and communications hierarchies

· single processor performance through source code generation (LLNL, w/ Perf ETC)

· multi-processor performance through new partitioning strategies (RPI)

Software Interoperability
· incorporate existing dynamic partitioning algorithms that are independent of mesh type (PNNL, RPI, SNL)

· encapsulate existing parallel solver technologies into components (e.g., multiscale fluids procedures, NS solvers) (RPI, LLNL, PNNL)

Applications

SciDAC

Climate

· Weather Research Forecast effort interested in working with us to develop standard interfaces for structured grid, patch-based refinement, to develop interfaces and strategies for the coupling between ocean, wave and atmospheric models (requirements: temporal and spatial interpolation, derived quantities, time averaging, multiple inputs) (contact: John Michalakas, ANL/NCAR)
· using AMR to capture small scale features in ocean models in the LANL codes (PNNL) grid refocusing for high resolution where needed (ORNL)
Fusion

· ParM3D tokamak simulator interested in working with us in the area of element libraries, adaptive refinement, mixed element meshes, potential mixed particle/fluid models (contact: Steve Jardin, PPPL)
· MHD simulations used to predict the flow of lithium as a cooling fluid (BNL)
· Solution adaptive meshing for 3DKES transport code (used to predict particle loss in stellarator) (ORNL)
HEPN

· Accelerator design (particle tracking codes; target design for muon colllider)
Office of Science 

CFD

· unsteady turbulent boundary layers (RPI)

· Fluid Instabilities (RPI, PNNL, BNL)

· Tracking fronts in flows through porous media (BNL)

· Jet Break up problem (BNL, PNNL)

· ALEGRA code with it's applications (SNL)

· Reactor cooling (ANL)

Computational Biology

· Cell and Human Physiology (PNNL)

· Cardiac electrophysiology (BNL, PNNL)

· Biofluids (ANL, RPI)

Interactions with Other ETCs 

Solvers 

· What we need: Address the connection between solvers and (assembled and unassembled matrix) discretization methods (HT);  They need to provide us a way to effectively work from an already partitioned mesh (MS)
· What they need: standard interfaces for managing hierarchies of grids for multilevel solvers
CCA 

· What we need: standards for component interactions with frameworks

· What they need: community agreed-upon standard interfaces for mesh and field data

Visualization

· What we need: visualization techniques for high order discretizations, time dependent adaptive methods

· What they need: standard interfaces for accessing time dependent mesh and field data

Performance 
· What we need: automatic code generation techniques for single processor performance (to be used with the element libraries)

· What they need: XXX

