Interoperable Meshing Research
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Hierarchical Decomposition


The technologies to be developed to support the interoperability of the meshing technologies will employ a hierarchical decomposition that must account for (i) the geometric interactions of meshes generated using different meshing technologies, (ii) the application of the discretization technologies on the mesh partitions including when alternative meshes are used to solve coupled physics equations and (iii) the distribution of the mesh across terascale computers. To satisfy the requirements within and among the three interacting high level components, the technologies used to support the decomposition must support multiple hierarchies with interactions between them.





A key aspect to the successful definition of the decomposition supporting multiple meshing technologies is to start from an appropriate high level definition of the simulation problem. The most fundamental components of this definition are the domain over which the simulation is defined and the analysis attributes needed to complete the mathematical model(s) to be simulated.  The analysis attribute information typically includes “material” properties, forcing functions, boundary conditions and initial conditions. Other attributes, such as those used to control the numerical analysis processes will also need to be considered at the appropriate level of the hierarchy to be defined.





High level forms of domain definitions that must be supported include CAD models, image data, previous meshes, and various combinations of the above. Mechanisms will be developed to interact with these forms in a uniform manner that includes the association of analysis attributes to the domain model and the ability to decompose the domain to support the needs of the various mesh generation technologies along with maintaining the association of those entities to the domain model. Although there are still specific technical issues to be addressed, particularly in the case of image based models, the use of the abstraction of topological entities as used in boundary based domain representation is likely to be key. Great success has been obtained using this approach to support automatic mesh generation and automated adaptive analysis from solid model defined in multiple modeling systems. This approach has also been used starting from previous meshed domains where rules and geometric reasoning are used to construct higher level topological models. Topological representations have also been abstracted from image data, although it is not clear this is always the optimum approach.





Research efforts on the interaction with the domain definition will include: 


Ensuring a single high level approach to interact with all domain definition forms


The tools needed to interact with those representations to support all needed geometric interrogations, and for those domain sources powerful enough to support it, to perform desired domain modifications


Develop a mechanism to support these domain definitions on terascale computers


The definition and support of a general attribute management system to support all geometrically defined attributes. 





The next level in the decomposition must support the application of alternative meshing technologies. This will include using different meshing technologies over portions of the domain, complete domain meshes of different types over the entire domain for coupled analyses, or the combination of the two. The methods to be developed must effectively support the definition and interactions for decompositions ranging from those that interact only through common boundaries, to partially overlapping meshes, to fully overlapping meshes. Multiple levels of such decomposition are needed.





The lowest level of the decomposition will be the meshes. In addition to supporting a general means to operate on the meshes within the individual portions of the domain, the data structures used to define the meshes and operators must be as efficient as possible. Although new concepts on mesh data structure that configure themselves at run time will provide major advances for a number of situations, it will not be appropriate to use general mesh topological structures and general unstructured search operations on structured mesh components which can be defined and operated on effectively based on the knowledge that that component is structured.





Many of the simulation procedures to be used will employ mesh partitions when dealing with the mesh on parallel computers. In these cases another decomposition that must be supported is the partitioned mesh. Although the partitions used for mesh generation and definition, as well as the discretization and solution methods used must influence the parallel partition definitions, the parallel partitions will often introduce additional components and operations to the decomposition (as discussed in the terascale computing section). 
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Parallel Mesh Generation


Even when adaptive mesh refinement methods will be used, the initial meshes needed for terascale computations will often be so large (e.g., > 100,000,000 elements) that they must be generated in parallel so they are distributed over the entire system form the start. Although this has been an active area of research for several years, the currently available techniques are not sufficient to meet the needs of an integrated environment.


One approach that has been taken to the parallel generation of meshes is to generate a coarse mesh in serial and to distribute to the processors of the parallel system and refining without information allowing for the interactions of the distributed mesh with the higher level definition of the domain. In addition to not supporting the general association of analysis attributes, this approach will not support the improvement of the domain approximation as the mesh is refined. One possibility is to ensure that each processor has a copy of at least that portion of the domain definition associated with the portion of the mesh it will maintain. Procedures that distribute the entire geometric model to all processors to support parallel generation of the initial mesh and the geometric interrogation needs of all mesh refinement processes have been developed. Since the geometric model is typically small and its size does not change as during an adaptive simulation, this approach would often be satisfactory. However, it is clear that it does not scale with a growth in geometric model complexity, which could become important in some classes of simulation. In such cases the geometric model will also need to be properly distributed. 
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Mesh Generation Technology Additions


Although many of the mesh generation capabilities needed are available, there are some specific mesh generation related developments, past the parallel mesh generation issues indicated above, that need consideration. Areas to receive consideration in this project include: 


Methods to improve and ensure the quality of meshes accounting for appropriate mesh metrics


Full automation of the domain partitions appropriate for overlapping grid methods


Meshes with higher order geometry as needed for high order discretization methods


Definition of meshes for applications using greater than 3-D meshes (e.g. 4-D space-time meshes) 
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Evolution of Meshes


The need for mesh evolution during a simulation can be the result of mesh refinement/coarsening or domain modification. The various procedures used to account for these changes include local mesh modification operations, modification of selected mesh partitions, and complete remeshes. The combination of the requirements of the discretization technologies, the error estimation procedures and the means used to modify the mesh will dictate the specific operations that must be executed to produce the desired mesh modification. The procedures to support the application of these operations must account for these requirements while executing in an efficient manner. 


Efforts on the development of the required procedures must address issues associated with:


Accounting for the true geometry of the domain, including the issues arising when high order discretizations are used.


Interacting with the adaptive analysis procedures to convert the error information into appropriate mesh modification operations.


Efficiently providing the mesh based information needed for the discretization techniques to update the solution field as the meshes are evolved.


Support the effective tracking of evolving structures such as fronts interior to the domain.


Reflecting geometry up-dates dictated by the simulation procedures back to the higher level domain representation.


Applying mesh modifications accounting for multiple criteria (e.g. properly refining and modifying an element that the error estimation procedures said needed refinement that also had a shape measure below a desired value).


Common Interfaces/Meshing Technologies


**** A KEY ASPECT OF THIS PART WILL BE THE LINKAGE TO THE CCA - LORI COULD YOU PROVIDE A FIRST PASS AT THAT PART? *****


The modeling and simulation procedures that the mesh interoperability tools with integrate with will vary substantially in their ability to interact with such procedures. Therefore, not only must the interfaces be standardized, they must support multiple levels of interaction. 





The domain interface procedures must interactive with multiple types of domain definitions including: 


File based definitions. Files for discrete models include STL and independent meshes. Common CAD geometry files includes IGES and STEP. Image based definitions are typically voxel based and range from raw data to date after application of an image processing procedure. 


Functional interfaces to commercial CAD systems that can provide the ability to effectively interrogate the domain information, and in come cases modify the model.





The simplest level of interaction with the simulation process in through file transfer. In the case of a simulation on a static mesh, this approach may be adequate. However, it will begin to represent a bottleneck when adaptive simulations are applied. The first level of functional interface is one where the simulation package and the mesh interaction procedures maintain their own versions of the needed data. If the database increase implied is acceptable, such an approach may yield acceptable efficiency. Functional interfaces where the simulation package does not maintain the mesh related databases and allows the interface procedures to perform those operations will use less memory and run more efficiently. The drawback of this approach form the application code developer’s perspective is that it may require more modification to an existing simulation code. 





