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Advanced Visualization and Concepts
b. Publications

James Ahrens, Kristi Brislawn, Ken Martin, Berk Geveci, C. Charles Law, and Michael E. Papka, "Large Scale Data Visualization Using Parallel Data Streaming," IEEE Computer Graphics & Applications, 2001.

c.  Purpose

· Develop advanced display technology, and apply this technology to a variety of scientific and engineering applications.

· Improve displays, recording, and playback of CAVE experiences, and develop new methods for tracking and control and close coupling with parallel supercomputers.

· Develop new ways of collaborating in advanced display environments.

· Research and develop interesting and natural approaches for the analysis of terascale data.

e. Approach

T. Disz, M. E. Papka, R. Stevens

f.  Technical Progress

We implemented a parallel two-dimensional line integral convolution application that runs on the ANL Chiba City machine using MPI. We then extended the two-dimensional application to handle three-dimensional datasets on the SGI machine, and we transferred this application also to the Linux environment.

We began development of the next-generation parallel distributed volume renderer known as “dekko,” which builds on the Argonne tool PVR. The dekko system supports dynamic modules and plug-ins. Hence, the framework can be extended without recompiling the entire system. In the dekko system only the main program in on the nodes (all the modules and config info will be stored whereever process 0 is run, and it will pass out all the needed parts to the other nodes).  

We continued our efforts on making vtk usable in parallel and distributed environments. Specifically, we developed a mechanism for logging MPI events and for handling multiple communication groups. We also began testing mechanisms for secure communication during startup of jobs using ssh and MPD. We have constructed an application that can be used as a test case for this environment between the University of Chicago and ANL. The application is being used by scientists at Chicago.

We extended the Stanford Chromium tool to support the encoding of video streams. This extension allows for arbitrary OpenGL-based applications to be streamed over the Internet to any Access Grid node. Current work involves the management of the control streams. Other achievements in our work on tiled displays included modification to the NCSA VNC to support overlapping tiles and development of a fast tiled display movie player for playback of scientific visualizations at high resolution. 

Finally, in the area of ssubjective visualization, we developed a prototype system based on the concepts of scientific illustration. Unlike most scientific visualization approaches that simply represent the dataset via a noninterpretive framework (generating images based solely on the data contained in the dataset), we investigated the use of auxiliary knowledge to interpretive render an image based on understanding of the topical domain.  This technique has a long history in the craft of scientific illustration, where a skilled illustrator will render only those elements of a scene needed to communicate a particular aspect of the data.  The test case for this work was fluid flow simulations.

f. Future Accomplishments

We plan several activities in advanced visualization:

1. Remote scientific visualization architectures, methods, and tools for use in a grid environment. This work focuses on techniques to exploit high-bandwidth and Grid based visualizations. This work makes the connection of scientific visualization to the grid environment by enabling tools to use grid middleware. 

2. Scalable scientific visualization algorithms and data models aimed at exploiting commodity clusters. We will look at ways to exploit advances in commodity equipment for visualization.

3. New visualization techniques for visualization of uncertainty and errors in high-dimensional datasets. The objective is to allow users to see errors introduced both by the simulation code and the visualization process.

4. Immersive and collaborative scientific visualization. Both forms impose restrictions on the kind of visualization techniques one can use. We will address these special needs, by tailoring the techniques to the given environment.

h.  Relationships to Other Projects

This work involves collaboration with J. Ahrens (Los Alamos National Laboratory); T. DeFanti and Jason Leigh (University of Illinois at Chicago); C. Johnson and C. Hanson (University of Utah); N. Karonis (Northern Illinois University); A. Malagoli and B. Rosner (University of Chicago); D. Reed (University of Illinois); W. Schroeder and C. Law (Kitware Inc.); D. Schiessel (General Atomics); M. Szymanski and J. Costigan (VRCO Inc.); V. Taylor (Northwestern University); and P. Vashista (Louisiana State University).






