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Chapter 12 

Distributed Aircraft Engine Diagnostics 
Jim Austin, Tom Jackson, Martyn Fletcher, Mark Jessop, Peter Cowley, and Peter Lobner.


This chapter focuses on developing an improved computer-based fault diagnosis and prognostic (DP) capability and integrating that capability with a predictive maintenance system. As used here, the phrase “predictive maintenance” means that a sufficient fault detection threshold and detection interval exist, where time is available to develop a diagnosis and prognosis and then take remedial action at a safe and convenient time when the impact of maintenance is minimized.


We describe an approach to the design and implementation of a fault DP system based on the Grid computing paradigm and deployment of Grid services. First, however, we outline the characteristics of the DP problem domain and illustrate why it is amenable to a Grid-based solution.
12.1 Grid Services for Diagnostic Problems


The problems of fault DP are applicable to many areas, for example, medicine, engineering, transport, and aerospace. Regardless of the application domain, however, fault diagnosis systems share a number of operating and design constraints. Specifically, DP systems
· are data centric; monitoring and analysis of sensor data and domain specific knowledge are critical to the DP process;

· typically require complex interactions among multiple agents or stakeholders;

· are often distributed;

· need to provide supporting or qualifying evidence for the DP offered; and
· can be safety or business critical and typically have high dependability requirements.

We elaborate on each of these constraints, highlighting why the emerging Grid computing paradigm offers an inherently practical framework in which to address these design and operational constraints. We then turn to a discussion of the Distributed Aircraft Maintenance Environment (DAME) project, one of the first large-scale pilot projects investigating the Grid’s potential within the context of a real-world operational maintenance environment.
Data Centricity. 
Fault diagnosis is fundamentally based on the monitoring and analysis of sensor data through the application of declarative and procedural knowledge. Data from sensors must be captured, often in real time, and made available to analysis systems, either remote or local. Root cause determination and prognosis may require integrating data from several different systems to build a pattern or case that is reusable in subsequent diagnoses. To extend the capabilities of fault DP systems, it is also beneficial to archive data, such that an operational log of system performance or fault conditions can be maintained. This permits the longer-term benefits of fault trend analysis and data mining to periodically re-evaluate historical data as the DP knowledge base improves. Archived sensor data may be stored locally to a monitoring system or remotely, although it is typical to store data remotely from the point of monitoring in data archive systems that are extendable and more easily maintained within a controlled environment. Depending on the nature of the system being monitored, the volumes of data being captured can be substantial, requiring vast data repositories. The types of data collected can also be highly diverse; in addition to numeric, text, and image data, time-based data is often involved that can be short term (milliseconds) to days and years. Different integration methods for handling small and large amounts of such data are needed. 
In addition to the collection and storage of sensor data, DP systems must also capture nondeclarative knowledge, such as procedures for diagnosing the current condition and then developing a prognosis of the future outcome(s). Data capturing the possible faults, past faults, histories of past diagnostic methods, and other heuristic information must be managed and stored. The interpretation of the knowledge can vary among the entities involved, requiring the use of intermediary systems to translate and unify differing viewpoints. This can be supported through ontologies and other systems. 
The Grid offers solutions for the management and archiving of large data repositories, for the remote collection and distribution of data, and for the coherent integration of information from diverse databases. Hence the Grid addresses many of the critical data management issues relevant to information technology (IT)–based fault DP systems.

Multiple Stakeholders. 
Most DP problems involve a number of entities, for example the monitored system, the system owner or operator, an expert or experts that diagnose the problem, the commercial service provider, and systems maintainers. In addition, organisations surrounding each of these hold a stake in one or more of the processes. The design of any DP system should accommodate all of the relevant stakeholders. The concept of multiple stakeholders requiring interaction to diverse parts of an IT system is inherent within the Grid computing model, and these capabilities can be exploited. 

Distribution. 
DP systems are typically distributed, such that data monitoring and collection, data storage, data mining and fault diagnosis may take place at different locations or across diverse IT systems, some of which are not Grid-resident systems. The systems can also be highly dynamic: The processes of DP can be seen as building an organization, involving a number of disparate entities to solve the problem. This organization is virtual, since it may not be permanent and may change often. Distribution is often desirable, or at times unavoidable; but the communications and interoperability issues involved in managing diverse data systems, diverse systems applications, and diverse actors or system stakeholders in a dynamic way add a significant level of computational complexity to the development of DP systems. The standardization of communication and application protocols within the Grid paradigm should help resolve many of these design complexities and support effective interactions with users who do not work within the Grid environment or have direct access to a Grid portal

Data Provenance. 
The motivation for the use of computers to mediate DP systems is clear. IT-based systems can provide automated, rigorous, and procedural solutions for system monitoring and analysis. Within the fault analysis and related prognosis processes, however, it is essential to establish transparency and trust in the results. The steps that have been taken to arrive at a decision are often as important to an end user as the diagnosis and prognosis themselves; end-users need the ability to qualify the steps taken to reach a decision or to challenge the reasoning or the data sources.  Hence, data provenance is essential.  The Grid community are developing open data communication protocols and meta-labeling schemes that are inherently suited to this task.

Dependability. 
DP systems are often business or safety critical. This feature can place high dependability requirements on the design and operation of a DP system, including issues of guaranteed service availability, data security, and system security. Where systems are distributed, these requirements become all the more stringent.  Grid computing offers a security model that is tailored for secure distributed computing, with both data access and data confidentiality being addressed. Guaranteed service and quality-of-service issues are not yet fully defined in the Grid model; however, these concepts are emerging and will require assessment. 

For all of these system requirements, Grid services offer considerable support. Grid middleware has the potential to mediate the process of DP, within complex and dynamic operational business and engineering processes. Moreover, the Grid can provide service on demand, offering computing resources for computationally intensive applications in the DP process, such as simulation and modeling. 
the task of fault DP in complex systems presents many other challenges. Typically, however, two issues are foremost in DP tasks: (1) handling the data (which may be noisy, uncertain, or ambiguous) and (2) mining the data (which may be in large, distributed data repositories) in a timely manner. We examine these issues in our discussion of the DAME project.

12.2 Constitution of the DAME Project
The Distributed Aircraft Maintenance Environment project is a pilot project funded by the U.K. Engineering and Physical Research Council under the U.K. e-Science research program in Grid technologies. U.K. Grid projects principally support research in Grid middleware, with a focus on management and use of data. 


One might consider relegating this next paragraph to acknowledgments.
The DAME project is undertaken in partnership with Rolls-Royce plc, which provides the engine data for the diagnostic system; Data Systems and Solutions, a company jointly owned by Rolls-Royce and SAIC, which is a Rolls-Royce data systems provider and currently delivers commercial aero-engine health-monitoring services; and Cybula, which is a York University spin-off managing the data storage technology in the project. The project involves collaboration with four universities: the University of York, which provides expertise in pattern matching and data management, dependable systems and real time systems; the University of Oxford, which provides signal processing and diagnostic expertise; the University of Leeds, which provides expertise in distributed systems and data management; and the University of Sheffield, which provides expertise in diagnostics and expert systems. Working on the project are approximately 15 postdoctoral researchers, 7 full-time academic staff, and 14 Ph.D. students.


The computing infrastructure is provided by the White Rose Grid (WRG), an operational computational Grid privately funded and developed by the Universities of Leeds, Sheffield, and York, as shown in Figure 12.1. The WRG system supports both general-purpose computational needs for the three universities and the needs for projects such as DAME. The WRG is a part of the U.K. national Grid infrastructure.
Move fig 12.1 here
12.3 The Rolls-Royce Aero-Engine DP Problem
The focus of the DAME project is an aero-engine DP problem. Modern aero-engines operate in highly demanding operational environments with extremely high reliability. To achieve this, jet engines combine advanced mechanical engineering systems with tightly coupled electronic control systems. As one would expect, such critical systems are fitted with extensive sensing and monitoring capabilities for performance analysis. In order to facilitate engine fleet management, engine sensor data are routinely analyzed by using the COMPASS health monitoring application developed by Rolls-Royce and prognostic applications employed by Data Systems and Solutions. The resulting commercial DP services are subscribed to by many commercial airlines. 
The basis of monitoring is to detect the earliest signs of deviation from normal operating behavior. To this end, COMPASS compares snapshots of engine sensor data with ideal engine models. The relatively small datasets may be transmitted in flight or downloaded to the ground. 

To further increase the effectiveness of data monitoring, Rolls-Royce, in collaboration with Oxford University, developed an advanced on-wing-monitoring system called QUOTE. QUOTE performs engine analysis on data derived from continuous monitoring of broadband engine vibration and through fusion of this data with instantaneous performance data. QUOTE has access to more information than a ground-based system collecting narrow band performance data. QUOTE cannot, however, store data from many flights or cross-reference data from the rest of an aircraft fleet; whereas a ground-based system can maintain fleetwide databases of historical information and perform various ad hoc analyses that enable unknown anomalies to be correlated to root causes and appropriate remedial actions to be taken.


Recent advances in communications technologies being applied in the commercial aerospace domain (for example, air-to-ground data links such as the Boeing Connexions system) now make it economically viable to consider downloading high-volume engine sensor data during flight. The DAME project, however, has taken a different tack. By improving the fault-detection threshold and detection interval, DAME provides ample time for downloading high-volume data after the aircraft has landed. 



Developing a Grid-based DP system to process the data in such a ground-based system presents the DAME project with three principal challenges:

· The type of data captured by QUOTE primarily involves real-valued variables monitored over time. An example is shown in Figure 12.2. Each flight can produce up to 1 gigabyte of data, which implies many terabytes of data across a fleet per year.  The storage of this data will require vast data repositories, which will be distributed across many geographic and operational boundaries but which must be accessible for health monitoring services.

· In order to detect features and analyze the type of data produced by the engine, advanced pattern-matching and data-mining methods must be developed. These methods must be able to operate on terabytes of data with a response time that meets the operational demands of the DP tasks.

· The DP processes will require collaboration among a number of diverse actors within the stakeholder organizations, who may need to deploy a range of different engineering and computational tools to analyse a problem. Thus, any Grid-based solution must allow a virtual organization to support the services, individuals, and systems involved in DP processes.




To address these challenges, the DAME system 
is developing a number of core functional services and tools. Beneath these services are other Grid middleware applications that support the integration of the tools and functions.

Engine Data Service. 
This service controls the interactions between the on-engine monitoring system QUOTE and its communications to a ground station, which establishes the link to Grid data repositories. Since aircraft land in many parts of the world, there will be many replications of this service, each of which will be highly transient, existing only long enough for the flight and monitoring data to be transferred from the aircraft to a ground station.

Data Storage and Mining Service. 
This service consists of the AURA pattern-matching engine system [1], which uses specialized methods to rapidly search both raw and archived engine data. The architecture broadly resembles a data-mining service [3]. The learning achieved with AURA supports continuous improvement of the diagnostic process.

Engine Modeling Service. 
This service takes parameters from flight data and runs models of the engine. The main aim is to infer the current state of the engine—in effect, to perform model-based data fusion. This is intended to improve the engine modeling service currently employed in COMPASS.
Case-Based Reasoning (CBR) Support. 
The CBR tool improves the knowledge base and captures fault DP methods in a procedural way. One potential procedural application is to manage workflows associated with DP operations. A second application is to build and maintain the DAME knowledge base that correlates observed QUOTE engine anomalies with the results of root cause investigations by the various organizations that perform engine maintenance, repair, and overhaul. The learning achieved with CBR tools supports continuous improvement of both the DP processes. 

Maintenance Interface Service. 
This service consists of all interactions with stakeholders involved in taking remedial actions in response to a diagnosis and prognosis. It captures information that helps validate or refine the output from the preceding DP processes. This link to maintenance, repair, and overhaul stakeholders is essential for “closing the loop,” capturing lessons learned, and driving continuous improvement of the DAME DP processes.

All these services are supported by (1) autonomous services that capture and check data as it arrives, notifying users that data has arrived and whether any diagnostic or prognostic operations will be required, and (2) users running operations on data using the tools and functions outlined above.

12.4 Operation and Use of the DAME Grid Service

The DAME project has been under way since January 2002 and has now defined the generic system requirements and the deployment and data mining scenarios. Technology development has commenced, with the initial focus on implementing the core data analysis functions described above, and in particular the data-mining pattern-matching Grid service that is needed to support the commercial aero-engine aftermarket services of Rolls-Royce and Data Systems & Solutions. 

Here we describe the core diagnostic services that we have prototyped. These services comprise the acquisition of raw data, identification of possible diagnostic needs, conversion of that data for the search process, stage one search for possible anomalies, stage two search for detailed analysis of data, and final report to the diagnostic engineer. These prototype Grid diagnostic services may interface with the Data Systems & Solutions prognostic services and delivery infrastructure.


The functional operation of the pattern-matching scenario is shown in Figure 12.3. The scenario demonstrates the process of matching anomalous engine data identified by the QUOTE system against the archived database of fleet engine data. This operation involves some of the most critical actions within the aero-engine demonstrator problem, requiring coding and search of terascale engine datasets and compute-intensive processing of the data retrieved. The White Rose Grid is used for distributed compute intensive processes.


The operation starts by using the QUOTE system to identify possible abnormal vibration data. Figure 12.2 shows an example where QUOTE has highlighted a possible abnormality in the data. When abnormal data are detected that cannot be classified locally by the QUOTE system, then the sensor data is passed to the ground-based diagnostic system and storage facility, where it is stored and held for further processing.


Simultaneously, the system reports the possible abnormality to interested stakeholders (i.e., the airline operator, Rolls-Royce, and Data Systems & Solutions). A search against the archived fleet engine data can be performed automatically or as an ad hoc search initiated by a qualified user. This fleet engine database may contain previous instances of the abnormality that can assist in the diagnosis of the current condition.


The vast data-mining activity to recover related events from the flight archives is facilitated by a Grid-enabled version of the AURA system, called AURA-G. The AURA-G pattern-matching engine was developed at the University of York [1] to support search on massive data collections using scalable, neural network–derived methods [5] and is now supplied by Cybula Ltd. The approach supports distributed searches across a number of AURA data stores. The main pattern-matching engine for AURA is based on a binary matrix and requires data in the form of binary vectors. This preprocessing step is another automated service within the DAME system.


The AURA methods provide search techniques for terascale datasets; which can retrieve a small relevant subset of that data for further processing. In the DAME demonstrator context, the system returns possible vibration data that matches the anomaly conditions found on the engine. If similar abnormal events are found in the data archive, then any supporting information relating to these events, such as maintenance steps or remedial corrective action, can be recovered from the appropriate operations databases that are visible on the Grid from within the DAME portal. Where similar events were not detected, or when further processing of the anomalous datasets may be required for fault identification, then further detailed analysis of the data can be performed by using a number of compute-intensive signal analysis modules available within the DAME portal. To do this, a Grid service creates new instantiations of the modules on a set of registered computers. These are passed the data, the module, and the parameters for undertaking the operation. Since the AURA search may return thousands of potential data items, the use of distributed resources is vital to achieve a timely delivery of information.


The diagnostic process is completed with a report to Data Systems & Solutions and distribution of DP results to the appropriate airline and MRO stakeholders. The appropriate remedial action can then be scheduled and a work package prepared.. When the pattern-matching provides multiple candidate matches, the Case-Based Reasoning element will suggest the most probable diagnosis based on the cases stored in its database and may provide instructions on how to confirm the specific fault.


This processing example demonstrates the requirements for a number of fundamental Grid service operations. These include simulation of a virtual organization to undertake the analysis operations, invocation of nonpersistent services for compute intensive operations, use of persistent data storage and data-mining services, creation of temporary data stores, and workflow/task flow management. Within this framework we are able to explore the functionality and timeliness of the system in meeting the needs of Rolls- Royce and their data services provider, Data Systems & Solutions.

12.5 Future Plans and Directions

The DAME system is developing technology at a number of levels. The base services consisting of AURA-G, QUOTE, CBR, and data storage provide universal components that will be used in many other applications. In particular, Cybula is committed to providing Grid-enabled versions of the AURA search engine for applications as diverse as biometrics to engineering. The composition of these core services into a diagnostic/prognostic workbench or portal is another development level, which deploys Grid middleware services for the management of workflows through the DP services in the demonstrator domain. At the top level, the approach is being applied to Rolls-Royce and Data Systems & Solutions aero-engine DP applications and is being considered for application in medical and other similar diagnostic applications. In addition to the demonstrator, which delivers proof of concept for Grid computing in the DP domain, the project will also deliver to the wider Grid community, via the problems and lessons that we have learned in building a complex DP Virtual Organisation based on Grid Services.


DAME is particularly focused on the notion of proof of concept. That is, using the Globus Tool kit™ and other emerging Grid service technologies to develop a demonstration system, DAME will provide input for developing standards in areas such as data mining and core Grid services.


The project will also develop models of the timeliness properties of Grid-based systems, showing where improvement may be needed. The DAME demonstrator is an extremely demanding example in this respect, because of the scale of the problem. In tandem, the dependability of the system is a prime concern, as is the proof that the approach is secure when scaled to global level. These issues will be addressed in the near future as the testbed evolves and as a quality-of-service measurement framework is implemented.
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