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Chapter 9

The Biomedical Informatics Research Network 
Mark Ellisman

The National Institutes of Health (NIH) is pioneering the use of Grid infrastructure for medical research and patient care through the Biomedical Informatics Research Network (BIRN) project. Started in September 2001, BIRN is developing and evolving the hardware, software, and protocols necessary to share and mine data for both basic and clinical research. Central to the project is the establishment of a scalable infrastructure consisting of advanced networks, federated distributed data collections, computational resources, and software technologies (see Figure 9.1) to meet the evolving needs of investigators who have formed test bed scientific collaborations. By pooling domain expertise, specialized research facilities, instrumentation resources, advanced applications, and regional information, these investigators are tackling disease studies of greater scope and complexity than are independently possible. Today the development of BIRN is driven by three neuroimaging testbed activities focused on (1) studying disease states and relationships to human brain morphology (Human Structure BIRN), (2) functional imaging analysis of schizophrenia (FIRST BIRN), and (3) multiscale analysis of mouse models of disease (Mouse BIRN).
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Figure 9.1: 
Participating BIRN sites interfacing on the Internet2/Abeline network

Each testbed serves as a guide for the development of a persistent infrastructure to facilitate collaborative biomedical research across multiple disciplines.  The immediate objectives of the BIRN project are as follows: 

1. Establish a stable, high-performance network, linking key NIH biotechnology centers and general clinical research centers. 
2. Develop technologies to federate multiple data collections or databases from distributed partnering centers.

3. Enable collaborative data mining of these federated collections or databases. 

4. Leverage distributed computational resources to facilitate collaborative visualization, data refinement, and analysis.

5. Address project-wide issues relating to reliability, quality of service, performance, scalability, security, and ownership.  
6. Build a stable software and hardware communications infrastructure to enable the coordination of large studies across sites. 


As rapid expansion of this project creates additional biomedical research and clinical care test beds, BIRN is expected to stretch the boundaries of information technology infrastructure, enriching the global Grid movement by providing necessary “application pull” from several biomedical domains. Although application driven, BIRN is a carefully managed, cross-disciplinary partnership involving biomedical scientists and computer scientists. 

9.1 Neuroimaging Driving Birn

Neuroimaging is one of the most rapidly advancing fields in biological science. Progress in the field has come as a result of several new technological advances in the development of imaging methods, instrumentation, computing, telecommunications, and information technology. The integration of these advances continues to provide researchers a powerful new arsenal to investigate previously intractable problems. For example, researchers are now able to cross-correlate functional and structural brain data captured by various technologies to develop a more complete understanding of brain function as a whole. Computational techniques combined with new and existing imaging devices (e.g., magnetic resonance imaging, magnetoencephalography, optical recording, multiphoton microscopy, and high-voltage electron microscopy) are providing unprecedented opportunities to correlate brain structure and patterns of neural activity in living subjects, specify the spatial and temporal dynamics of signal transduction processes in individual and groups of neurons, and investigate the fine structural organization of neuronal processes and their constituent proteins.  

Neuroimaging data is being collected across multiple scales—from angstroms to cubic centimeters—to understand how molecular interactions give rise to such complex neural processes as thought and memory. If one considers biological activity as a continuum, it will soon be possible to demonstrate how cellular behavior emerges from the molecular level, how tissue behavior emerges from the cellular level, and so on up to the level of the whole organism, ultimately demonstrating cause and effect between activity at the smallest scale and behavior at the largest.


Explosive growth has also occurred in the development, refinement, and application of techniques for “functional” imaging of the brain. Just as magnetic resonance imaging (MRI), computed tomography (CT), and other “structural” neuroimaging techniques have revolutionized biomedical research and clinical practice, “functional” neuroimaging techniques (e.g., functional magnetic resonance imaging, or fMRI, and positron emission tomography) have revolutionized basic research on human sensory, motor, and cognitive processes by allowing the noninvasive visualization of neural activity in living human subjects. These techniques are now poised to have a profound effect on clinical research and medical practice.  

With such advancements, however, there arises the increasingly daunting challenge of efficiently storing, managing, curating, accessing, visualizing, and analyzing the volumes of data being collected. A typical project’s data collection consists of multiple terabytes. Advances in imaging technologies will surely expand these collection sizes to hundreds of terabytes in less than five years. Compounding the problem is the fact that these data are being collected by disparate technologies (with appreciable variances even in the data collected by like technologies) at different spatial and temporal scales. In Chapter 11, Goble et al. describe the challenges imposed by the properties of biological data (scale, complexity, instability, etc.) as well as the extreme distribution, fragmentation, and heterogeneity of biological data collections.


The explosion of such rich multiscale and multimodal data will surely exceed the boundaries of information technology and infrastructure currently available to biomedical researchers. Managed properly, however, such data presents a unique opportunity to accelerate the pace of scientific discovery. Clearly, the availability of such a multitude of data from a geographically distributed set of collections would be of enormous value (statistically, comparatively, and qualitatively) to neuroimaging groups willing to collaborate with their colleagues. How such usage is enabled is not as straightforward. Groups who normally compete for recognition and funding need to foster collaborations where data and technologies are openly shared. Practical, sociological issues such as data ownership, attribution, accuracy, security, authenticity, and veracity all must be considered side by side with the development of technologies and infrastructure. With neuroimaging studies of human disorders, collaborative data sharing is further complicated by the strict requirements outlined in the Health Insurance Portability and Accountability Act of 1996, providing guidelines to protect the privacy of patient health information. All of these challenges motivate the BIRN project.

9.2 The Birn Testbeds

While each of the testbeds shares the common BIRN infrastructure, each also imposes unique requirements derived from the science pursued.

9.2.1 Brain Morphology Testbed (Human Structure BIRN)

A team of research institutions (Duke; Harvard; Johns Hopkins; University of California, Los Angeles; and University of California, San Diego) is examining neuroanatomical correlates of neuropsychiatric illnesses, including unipolar depression, mild Alzheimer’s disease, and mild cognitive impairment. Each group participating in this testbed has traditionally conducted independent investigations across relatively small patient populations, using site-specific software tools. The ability to integrate data across independent resources for collaborative data refinement is enabling the Human Structure BIRN to test hypotheses that were previously not possible.


This testbed is comparing findings across illnesses to identify common and distinctive properties, leveraging the increased statistical power of integrated datasets from geographically distributed resources, the increased analytical scope of combined analysis tools, and the establishment of a federated database between sites. The high-level goals of the project are to determine whether structural differences in the brain contribute to symptoms such as memory dysfunction or depression and whether specific differences distinguish diagnostic categories.


Unique system requirements are specified by the Human Structure BIRN in two key areas. First, since all studies are on human patient data, the entire BIRN architecture must adhere to HIPAA regulations for protecting patient confidentiality. These regulations necessitate the use of de-identified data and metadata, architecture-wide encryption (which must be balanced against performance), secure data pathways across applications and resources, and strictly enforced control polices for access to protected information. Second, because of inhomogeneous magnetic fields across scanners, all of the data is produced with instrument specific distortions. These distortions necessitate the use of project-wide data normalization, where datasets are warped according to instrument-specific distortion patterns characterized by imaging known calibration “phantoms.” 

9.2.2 Functional Imaging Research of Schizophrenia Testbed 
Another team (Duke; Harvard; Stanford; University of Iowa; University of Minnesota; University North Carolina; University of New Mexico; University of California, Irvine; University of California, Los Angeles; and University of California, San Diego) is focused on the development of a common functional MRI protocol to study regional brain dysfunction related to the progression and treatment of schizophrenia. The ultimate scientific goal is to attack the underlying causes of schizophrenia and to develop new treatments for the disease. This effort has brought together leaders in different areas of functional neuroimaging to investigate the neural substrates of schizophrenia through the coordination of several recently developed imaging techniques. The BIRN infrastructure enables these researchers to exploit the large functional imaging databases at the participating sites, to design and execute new cooperative studies across sites, and to develop and distribute techniques to ensure interoperability of existing tools for multimodal analysis.


This testbed is building on the system requirements of the Human Structure BIRN, imposing a more extensive usage model. There are twice as many sites in FIRST BIRN as in the Human Structure BIRN, amplifying the requirements of the BIRN architecture to handle data mining across a greater number of distributed collections. Time series (as opposed to static anatomical imaging) data are being gathered across distributed scanners by using a multitude of scan protocols and a number of common and site-specific experimental paradigms, considerably amplifying the variability to be considered in the normalization process. In addition, FIRST BIRN is correlating functional data with anatomical data acquired from the Human Structure testbed to study whether there are neuroanatomical correlates with cognitive dysfunction across disorders. This activity is accelerating efforts to standardize protocols and formats, and it is driving the modification and/or development of tools that interoperate (concomitantly increasing coordination, scheduling, quality-of-service requirements, etc.).

9.2.3 Multiscale Mouse Models of Disease Testbed 
A third team of researchers (Caltech; Duke; University of California, Los Angeles; and University of California, San Diego) is studying animal models of disease across dimensional scales to test hypotheses associated with human neurological disorders. The aim of Mouse BIRN is to share and mine multiscale structural and functional data and to integrate these with genomic and gene expression data on the mouse brain. The initial framework for this area of research has been constructed to enhance the productivity of two ongoing critical collaborations in basic mouse models of neurological disorders: 

7. The Experimental Allergic Encephalomyelitis mouse models (both chemically induced and transgenic) undergo episodic weakness and demyelination characteristic of multiple sclerosis.

8. The DAT knockout mouse, with alterations in the dopaminergic system, makes an ideal candidate for studies of schizophrenia, Parkinson’s disease, attention-deficit hyperactivity disorder, Tourette’s disorder, and substance abuse.


Correlated multiscale analysis of these data promises to provide a basis upon which to interpret signals from the whole brain relative to the tissue and cellular alterations characteristic of the modeled disorder.


While the Human Structure BIRN and FIRST BIRN testbeds are pushing the boundaries of operating across multiple data collection sites, the Mouse BIRN is pushing the boundaries of handling massive datasets, from common animal subjects, assembled by correlating data acquired at different spatial scales and using different imaging modalities. For example, multiwavelength 4D datasets acquired with a real-time multiphoton laser-scanning microscope at UCSD can generate greater than 50 gigabytes/hour, producing single datasets on the order of multiple terabytes with resultant image fields containing hundreds of millions of pixels of information. Mouse BIRN is building technologies to correlate these massive datasets with magnetic resonance data (Duke), histological data (UCLA), diffusion tensor data (Caltech), and high-resolution electron tomography data (UCSD), generating huge multiresolution scenes of incredible detail and perspective, while placing significant demands upon the underlying architecture for managing, visualizing, and refining that data in a collaborative and meaningful manner.
9.3 The BIRN Grid
While neuroimaging technology has generated remarkable progress in understanding how mental and neurological diseases develop, progress has been hampered by the inability for one laboratory to share findings with others. A lack of coordinated networks and limitations in compatible computer hardware and software have isolated scientists, excluding them from collaborative efforts that could provide the sufficient number of test subjects needed for a comprehensive look at brain dysfunction. The BIRN architecture is being designed to remedy this very problem.  

Each of the aforementioned testbeds present practical requirements for performing large-scale bioinformatics studies, characterizing a multitude of usage cases for computation and data in an inherently distributed environment. As the global Grid community moves forward with the development and standardization of Grid technologies, this project brings forth domain-specific issues of practical value to biomedical informatics research. Specifically, this project motivates the development of services for biomedical resource “virtualization,” providing multiple real-world scenarios where aggregations of BIRN researchers (many of whom participate in multiple areas) benefit from a common national infrastructure while adhering to testbed-specific policy controls for access, ownership, and security. As the BIRN infrastructure is realized, each testbed is becoming a functional virtual organization, marshaling a coordinated pool of technologies, resources, and expertise to solve key challenges in biomedical research.


The architecture to accomplish this goal is designed around a flexible, large-scale Grid model, where network-connected component resources (data, computation, instrumentation, and visualization) are tightly integrated by an evolving abstraction layer of Grid middleware technologies, including the Globus Toolkit™ [1] and the Storage Resource Broker/metadata catalogue (SRB/MCAT) [2]. 
Globus Toolkit technologies are incorporated in four main areas: security, information services, resource management, and data management. The Grid Security Infrastructure (GSI) [3]  is a fundamental component of the system architecture, providing authentication and authorization services using public key certificates. The Globus Toolkit Resource Allocation Management (GRAM) [4] tool is used to remotely launch computationally intensive neuroscience applications on the Grid.  Prior to being launched, many applications (Grid-enabled or not) require parameters in the form of small text configuration files (i.e., XML tags, shell scripts). Those parameter files are either stored in SRB or dynamically created, and components them (i.e., GridFTP) of the Globus Project® Data Grid [5] are used to deliver to the applications. Since the BIRN architecture is inherently distributed, dynamic resource scheduling is necessary and will be even more important as additional Grid resources are incorporated. Information services, such as the Globus Toolkit Monitoring and Discovery Service (MDS) and the Network Weather Service (NWS), are being investigated as solutions for making dynamic scheduling decisions based on server usage patterns and the geographic proximity of resources and users. The SRB is a client-server based middleware that provides a uniform interface for connecting to heterogeneous data resources over the Grid and accessing replicated data sets [6][7]. As the primary repository and delivery vehicle for BIRN data, SRB is currently being used to provide project-wide data management, storage, replication, and sharing. 

BIRN further includes technologies to mediate real-world queries across multiple, heterogeneous distributed databases. Central to this data integration and federation effort is the development of knowledge-based information mediation technology, where domain knowledge from each project is used to semantically correlate the data sources. A toolkit layer of APIs and Grid services is also under development to enable myriad BIRN visualization and data refinement applications to be incorporated into the emerging architecture, interfacing the Grid as needed.


To extend these middleware services to the Web interface layer, GridPort services have been heavily leveraged. The GridPort Toolkit streamlines the process of incorporating key Globus Toolkit services and SRB functions into Web applications through the development of Perl/CGI and SOAP protocol-based wrappers ([8]). As such, GridPort has been used to develop a BIRN portal that provides a centralized execution environment that is dynamically customized for each user and where all of the resources, applications, and control policies are presented with minimal administrative overhead (single login and passphrase). The architecture of the evolving BIRN Grid is shown in Figure 9.2.
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Figure 9.2:  
BIRN Grid architecture

While myriad hardware and software technologies are being employed for the BIRN Grid, each participating resource is running a homogenously equipped rack, which constitutes the site data resource and network point of presence. Through the use of a uniform base configuration, the efficiency of project-wide system administration, performance monitoring, and upkeep is dramatically increased. The use of new technologies for reproducibly deploying, maintaining, upgrading, and operating the production distributed Grid environment from a remote network operations center (NOC) is also facilitated. One of the key ingredients of BIRN is the use of “Rocks” technology [9)]or ref? as a robust mechanism to produce customized distributions (with security patches and custom system parameters pre-applied) that define the complete set of software for all participating site nodes. By leveraging Rocks, the BIRN NOC employs a reliable autoinstall mechanism that simplifies and automates the remote management of BIRN resources, facilitating a high-uptime production environment.

9.4 Information Mediation

The primary motivation for integrating data from multiple BIRN sites is to gain a deeper understanding of a scientific problem than would have been possible with any individual site’s data. The mediation architecture deployed links multiple databases with different schemas, maintained at different research institutions, into a data federation. This type of architecture operates on top of SRB/MCAT, relational, and XML databases as well as Web-based information and is designed to be flexible, scalable, and powerful. It allows individual researchers to manage their own data in databases tailored to meet their specific needs. Those searching the system, however, interface to the BIRN data federation as if it were a single database. Queries are issued against a “mediator,” a virtual database that combines the individual data sources in meaningful ways. This combination is achieved by using “integrated view definitions,” which describe how the mediator represents the source databases. A user submits a query to the mediator (or more precisely, to one of the integrated views the mediator can expose). A mediation engine then evaluates the queries with the domain knowledge metadata, a potentially compute-intensive process, and retrieves query results and/or “handles” for relevant data sets. The dataset handles are then used to search the MCAT (metadata catalog) and retrieve the actual data via the SRB. The SRB may retrieve the data from remote locations on the Grid or may obtain the data by applying filtering operations on remote (or local) datasets. 
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Figure 9.3:  
Information mediation architecture

A key feature of the BIRN mediation architecture (see Figure 9.3) is the incorporation of additional knowledge in the form of ontologies and brain atlases. These knowledge sources are used by the mediator to provide the necessary “glue knowledge” to integrate data across scales, disciplines, and species. Additional information on this system can be found in [10];[11]. To accomplish this semantic (i.e., ontology-based) information integration, the BIRN mediator accepts conceptual models containing schemas, their semantic properties, and constraints, rather than only logical models. The conceptual models from data and knowledge sources can be specified in any form of logic language, including description logic derivatives [12] typically used in XML/RDF-based “semantic Web” languages like OWL [13] that extends DAML+OIL[14] Should these be refs instead?. We view the BIRN mediation task as a premier example of how the semantic web philosophy will actually be deployed for the management of distributed scientific information over a large network. See Chapter 23 for information on the semantic Web.

9.5 Driving the Development of Grid Technologies

The general requirements for BIRN are great, considering the complexity and extent of the data.  The datasets are large and cover a broad spectrum of multidimensional file formats, describing images, volumes, surfaces, time-series representations, and so forth. The cumulative data-generation rate can be as high as 100 gigabytes/day at a steady rate, with burst loads exceeding 500 gigabytes/day. As NIH adds additional testbed partnering groups to BIRN and expands to other organ systems and disease loci (heart, liver, diabetes, cancer, etc.), the data rate is projected to grow by two orders of magnitude over the next five years.


Interacting with these data involves computationally intensive tasks such as volume and surface rendering, much of which will need to happen in real time to allow for steering and navigation of data within a collaborative environment between multiple sites. While client-side computer resources may be adequate to work with low-resolution datasets, extensive resources will be routinely needed to refine massive multiscale and multimodal data ets, or to render high-resolution images and movies. Such requirements will require transparent access to computational resources (e.g., the NSF TeraGrid, PRAGMA, OptIPuter) beyond the client workstation or single utility server included with each BIRN site installation.


A key goal for the continued development of the BIRN Grid is to enrich and simplify the expansion of such an integrated collaborative environment, providing customized and secure access to all necessary applications, appropriate data, and resources available across the network.  A desirable method for providing this level of integration will be to implement a series of platform-independent Web services to allow seamless connections to all of the various application resources. The Open Grid Services Architecture (OGSA) organizes Grid Computing and Web services technologies by representing each of their features as a Grid Service within a common framework. This conceptual framework for Grid computing is being built around interoperable standards, one of which is the Open Grid Services Infrastructure (OGSI). As the BIRN Grid evolves, the architecture will transition toward the development of a BIRN Grid service extension of OGSI to free BIRN developers from the many security and management issues that are otherwise resolved within the standard. The integration of OGSA technologies will thereby propel the development of a stable and secure service-oriented architecture, where developers can extend applications to the BIRN with minimal understanding of the complexities of interfacing with the Grid. Components of the BIRN architecture, including elements of the GridPort Toolkit, are already OGSA compliant.


Despite the emergence of new Grid-based solutions, the expertise to deliver sufficient performance, reliability, quality of service, scalability, and security for BIRN is outside of the interests and capabilities of most domain scientists. The unique requirements of the biomedical sciences, however, have yet to be sufficiently communicated to the IT professionals building the next-generation technologies for collaborative and transparent sharing of resources. The BIRN is integrally tied to both efforts, building persistent, production-level infrastructure, middleware “glue” technologies, interactive (site-independent) tools, and collaboration systems that extend the state of the art for each beyond their own understanding of what is possible. Neuroimaging is a perfect application for driving the integration of technologies. Cutting-edge imaging resources are well established; the data and computation usage models associated with disease studies are extensive; the data is massive and of many forms and formats and is growing beyond the capabilities of the current IT infrastructure in place to manage and use it effectively; and data integratration across wide geographic areas is of critical relevance to biomedical research. This area presents a unique opportunity for the global Grid community to steer middleware technologies into the hands of domain scientists (and to improve the process of doing so) to address applications with pervasive impact and relevance to the global populace.  Strides in this direction are well under way at the interface of BIRN and the emerging OGSA.
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