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Chapter 5

The Government Perspective

Alan R. Blatecky

With the establishment of National Science Foundation (NSF) in 1950, and through mission agencies such as the Department of Defense (DOD), Department of Energy (DOE), and the National Aeronautics and Space Administration (NASA), the U.S. federal government has played a major role in supporting science and technology research over the past fifty years. Federal government support of networking and computing research in the 1970s and 1980s created high-performance computing and the Internet, which in turn has led to the development and emergence of Grid technologies. And, since Grid technologies have the potential to fundamentally change the way that science, research, and business will be done in the coming decades, government interest and support have been heightened and are growing more extensive

Grid technologies enable new types of research and solve new types of problems. The effective use of shared scientific and research instruments such as telescopes and colliders provides new capabilities far beyond those achieved from single instruments or experiments. Collaboration with colleagues and experts from the global community provides new insights into problems and research. The ability to manipulate, visualize, mine, and manage existing as well as new data, supports new ways of doing research and science. The common thread among these approaches is that Grids enable collaboration among people and instruments to address problems that transcend individual disciplines and approaches. From a science point of view, this means that Grid technologies enable researchers to address grand challenges and support what is being called the era of “big science.” Problems that have been intractable in the past now become feasible. Thus, government interest and support of Grid technologies are increasing, since these technologies are critical to the health and future of the scientific enterprise.

Grid technologies hold significant promise for education and training. As science and industry become more and more dependent on Grid technologies, future developers and users of advanced IT and Grid resources require new skills in order to be effective. While few educators have seriously thought about how Grid technologies can help in the classroom and campus, and still fewer are experimenting with Grid applications for the classroom, some of the more basic Grid subcomponents and capabilities (such as wireless access, sensor nets, and Web and Grid services) are already being adopted. It is important that these technologies and approaches be reflected in the curricula and programs that teach the next generation of computer, computational and experimental scientists and prepare them to think in terms of Grid-enabled system and capabilities. With the growing importance and scale of Grids to industry and business, it is also important that schools address the education and training required to develop the next generation of technicians, developers, and users.

The Grid has enormous potential for economic development in terms of new technologies, new services, new industry, and new business. Since creation of jobs and economic well-being is foundational for government, the government has a great deal of interest in supporting early Grid technologies and developments before they become commercial and are taken over by the private sector. Government support of precompetitive technologies is a way to reduce risk for industry and encourage faster development. This situation holds true for emerging Grid technologies just as it did in the early days of the development of the Internet. Early deployment and development of the technologies provide a competitive advantage to those who lead the way and thus present a powerful incentive for companies that wish to push technology and increase their market share. Likewise, early deployment and development are also important from a national perspective, as more goods and services flow to the countries that have a competitive advantage. From a pragmatic point of view, the economic advantages of government support of research and development of Grid technologies is seen as good practice and good business.
5.1  A New Type of Infrastructure

Grid technologies are creating a new type of infrastructure, more commonly being called cyberinfrastructure. Just as government has long supported traditional infrastructure such as roads, water, power, bridges, and highways, government is beginning to realize that it also needs to support cyberinfrastructure for many of the same reasons and in many of the same ways as it supports physical infrastructure. While most people easily recognize the need for physical infrastructure such as roads and bridges, cyberinfrastructure is less visible. Cyberinfrastructure includes an array of technologies and capabilities, from computational power, large data repositories, extensive ad hoc and distributed sensor networks and arrays to high-speed networks, scientific instruments, virtual organizations, and virtual communities to large-scale interoperability and collaborative tools. Since cyberinfrastructure permeates and supports all Grid technologies for science, business, and education, it is important for government to support this new type of infrastructure and fulfill a variety of roles. As cyberinfrastructure becomes more institutionalized and, in some cases, becomes part of the commercial marketplace, the role for government will change over time. 


A hallmark of Grids is the ability to share resources across geographic boundaries and to enable collaboration. These basic abilities highlight another aspect of cyberinfrastructure that is often overlooked: the need for authentication, authorization, and security. The viability of virtual organizations depends on levels of trust and authentication. Collaborators need to know who they are working with, under what conditions, and what policies or assumptions govern their activities. Since these activities transcend organizational, local, regional, and even national boundaries, government involvement is required. These aspects of cyberinfrastructure, especially authentication and security, are challenges that are beginning to be addressed by government agencies and committees. While it is unlikely that governments will develop a Grid license program analogous to a driver’s license, it is likely that government agencies will become more involved in various levels of certification and authentication for Grid projects.

In the past several years, the federal government has initiated a number of programs that focus on network and cyberinfrastructure security. While many of the programs support basic research and development in security, some of the efforts address operational requirements associated with collaboration across different domains. The Federal Bridge Certification Authority (FBCA) has been designed to provide the legal, policy, and technical framework to “translate” levels of trust from one institution or agency or another. This enables agencies to reach agreements, in advance, on how public key infrastructure (PKI) identification policies of one agency or group will map onto others. Essentially, the FBCA focuses on establishing a set of trusted domains in which institutions and agencies agree to adopt and manage common or similar policies so that and entities resources and activities can be shared. For more information on FBCA, see http://www.cio.gov/fbca/whatis/. SHOULD THIS BE A REF INSTEAD?
5.2  Government Roles

Government involvement and support of Grid technologies can be categorized in five distinct but overlapping roles:  
· Support and development of major science and research Grid projects

· Funding and support of specific national Grid resources and instruments

· Ongoing support and focus on precompetitive technologies

· Support of research and development of Grid and middleware technologies

· Coordination and facilitation of Grid technologies and activities


The support and development of major science and research projects are the most common role for government. Governments have been quite willing to fund major research projects that support their respective research communities.



The funding and support of specific national Grid resources is also a common response from governments and agencies. However, because the cost of each resource (especially resources as such as high performance computers and scientific instruments such as colliders or telescopes) is quite high, the effort required to find the funding and establish the resource is substantial. As a result, it is not unusual to see funding levels for these resources to ebb and flow from budget year to budget year. Another result of the high cost and effort to establish major Grid resources is a general inability of government to predict or provide a long-term strategic plan to acquire these major resources and to develop the longer-term requirements associated with operational support.  We note, however, that a number of governmental initiatives are beginning to address issues of persistence and longer-term technology and research plans.


A third role for government is ongoing support and focus on precompetitive technologies. Although government support of such technologies has been uneven over the years, a renaissance is beginning to occur because of the very short term focus of research done by industry and the need to develop products for the marketplace. The drive for new products and for shortened development windows has forced most industries to pare back their support of basic research as well as long-term product development programs. The need for government support of basic research is slowly being recognized, and additional funding is being considered. Part of this role is fulfilled by existing research grants and programs (such as Information Technology Research in the United States and e-Science in the United Kingdom); part is also fulfilled by identification of specific technology areas that will receive additional funding to support further research and development. The ongoing challenge for government, however, is how to determine which areas require additional research funding and what precompetitive technologies should be pursued. 


The support of research and development of Grid and middleware technologies focuses on a set of global activities being carried out by individual funding agencies and organizations from a number of countries. The support is also usually in the form of awards or grants to information technology and Grid researchers and developers who are working on specific components or research issues. Since the funding typically follows political or national boundaries, there is considerable overlap in effort. Capabilities are being developed with little coordination or concern about interoperability of the developed software. This lack of coordination has been recognized as a major problem by a number of governmental agencies and labs, with the result that several international efforts have been established (such as Global Grid Forum, and Global Coordination for Grid Technologies R&D). Since the Grid is global in scale, international efforts and activities to coordinate and cooperate are beginning to take place. 

5.3 Examples of U.S. Government Programs

We focus here on two government programs established to promote Grid development. The first, the NSF Middleware Initiative, is run by a single agency; the second, Middleware And Grid Infrastructure Coordination) is a multiple-agency effort.

The Middleware Initiative (NMI) is a multiyear program established by the National Science Foundation to address and support middleware and Grid-related issues. Middleware is the software that connects two or more otherwise separate applications across the Internet or local area networks. More specifically, the term refers to an evolving layer of services that resides between the network and more traditional applications for managing security, access, and information exchange. Grid middleware enable
s scientists, engineers, and educators to transparently use and share distributed resources, such as computers, data, networks, and instruments. 


MMI is a somewhat unusual program in that it focuses on creating and releasing open source middleware and software capabilities to enable Grid computing. With open-source releases scheduled for every six months, NMI has become a focal point for Grid technology releases by a number of international projects and programs. For more detail on NMI, see www.nsf-middleware.org. SHOULD THIS BE A REF

The Middleware And Grid Infrastructure Coordination (MAGIC) project is part of a larger set of organizations that focus on overall coordination of information technology and research for the federal government. Specifically, MAGIC is one of the subcommittees of the Large-Scale Networking Group, which reports to the Interagency Working Group and in turn to the National Science and Technology Council and to the Office of Science Technology and Policy (see Figure 5.1). 
MAGIC was chartered to coordinate interagency middleware and Grid efforts in order to reduce duplication and to encourage interoperability of Grid and middleware technologies. MAGIC also promotes usable, widely deployable middleware tools and services and serves as a forum for effective communication of agency efforts as well as encouraging international coordination with agencies and organizations around the world. MAGIC membership includes representatives of federal agencies with responsibility for middleware and Grid projects. In addition, researchers, implementers, operators, and users of middleware and Grid technologies from academia, the commercial sector, and other institutions are included. Participants view the group as a mechanism for exchanging information about major agency efforts and addressing common technical issues and concerns. 


In addition to the two cited U.S. government programs, we list the following Grid projects. Many of these are discussed in detail in other chapters of this book. 
Access Grid

The Access Grid is an ensemble of resources that can be used to support human interaction across the Grid. It consists of multimedia, presentation and interaction environments, interfaces to Grid middleware and interfaces to visualization environments. The Access Grid supports large-scale distributed meetings, collaborative work sessions, seminars, lectures, tutorials and training – www.accessgrid.org

BIRN – Biomedical Informatics Research Network

BIRN is the first attempt to develop a protocol for collaborative research among neuroscientists and medical scientists. Leading neuroscientists at centers across the country share high-resolution brain images and other biological data using advanced grid technologies – birn.ncrr.nih.gov

GriPhyN – Grid Physics Network

GriPhyN is developing Grid technologies for scientific and engineering projects that must collect and analyze distributed petabyte datasets. It comprises experimental physicists and information technology researchers who plan to implement petabyte-scale computational environments for data intensive science in the twenty-first century – www.griphyn.org
iVDGL –International Virtual Data Grid Laboratory

The iVDGL is a global data Grid that serves at the forefront of experiments in physics and astronomy. Its computing, storage, and network resources in the United States, Europe, Asia, and South America provide a unique laboratory that will test and validate Grid technologies at international and global scales – www.ivdgl.org 
NEES – Network for Earthquake Engineering Simulation

NEES is a Grid research initiative designed to transform the nation’s ability to carry out earthquake engineering research, to obtain information vital to develop improved methods for reducing the nation’s vulnerability to catastrophic earthquakes, and to educate new generations of engineers, scientists and other specialists committed to improving seismic safety – www.nees.org

PPDG – Particle Physics Data Grid

PPDG was formed in 1999 to develop, acquire and deliver vitally needed Grid-enabled tools for data-intensive requirements of particle and nuclear physics. Novel mechanisms and policies are being vertically integrated with Grid middleware and experiment-specific applications and computing resources to form effective end-to-end capabilities – www.ppdg.net 
SciDAC – Scientific Discovery through Advanced Computing

SciDAC is a five-year program to develop the scientific computing software and hardware infrastructure needed to use terascale computers to advance research programs in basic energy sciences, biological and environmental research, fusion energy sciences, and high-energy and nuclear physics – www.scidac.org

SDSS – Sloan Digital Sky Survey

SDSS is an ambitious astronomical survey project that is mapping in detail one-quarter of the entire sky, determining the positions and absolute brightnesses of more than 100 million celestial objects. Astronomers will be able to see the large-scale patterns of galactic sheets and voids in the universe and will address fundamental questions about the universe – www.sdss.org

TeraGrid – Extensible Terascale Facility

The TeraGrid is a multiyear effort to build and deploy the world’s largest and fastest distributed infrastructure for open scientific research. When completed, the TeraGrid will include 20 teraflops of computing power distributed at five sites, facilities capable of managing and storing nearly 1 petabyte of data, high-resolution visualization environments, and toolkits for Grid computing. These components will be tightly integrated and connected through a network that will operate at 40 gigabits per second—the fastest research network on the planet – www.teragrid.org

5.4 Examples of European, Mideastern, and Asian Grid Projects 
In addition to the diverse U.S. Grid projects, many countries throughout Europe, the Mideast, and Asia have initiated efforts to develop and deploy Grid technologies. Here we briefly mention a few of these efforts.

ApGrid

ApGrid is a partnership for Grid computing in the Asia Pacific region. ApGrid focuses on sharing resources, developing Grid technologies, helping the use of technologies to create new applications, and building on existing and emerging work. ApGrid involves 7 Asian countries, as well as the United States, and a wide group of researchers – www.apgrid.org
DataGrid

The DataGrid is a project funded by the European Union. The objective is to build the next-generation computing infrastructure providing intensive computation and analysis of shared large-scale databases, from hundreds of terabytes to etabytes, across widely distributed scientific communities – www.eu-datagrid.org 
DataTAG – Research and Development for a TransAtlantic Grid

The goal of the DataTAG project is to create a large-scale intercontinental testbed for data-intensive Grids. The project focuses on high-performance networking issues and collaboration with three U.S. Grid projects and two European Grid projects in order to define and implement a compatible platform – www.datatag.org 

EUROGRID – Application Testbed for European GRID Computing

The EUROGRID project will demonstrate the use of Grids in selected scientific and industrial communities, address the specific requirements of these communities, and highlight the benefits of using GRIDs – www.eurogrid.org 
GRIDSTART

The objective of the GRIDSTART project is to maximize the impact of EU-funded Grid and related activities through the clustering of currently funded projects and thereby enhance the potential of the new Grid technologies to benefit the people of the European Union – www.gridstart.org 
UK e-Science

This e-science. program focuses on an e-Science initiative that supports high performance computing and networking equipment, Grid infrastructure, and application projects. It involves large-scale science that increasingly must be carried out by through distributed global collaborations, access to very large data collections, use of very large computing resources and high performance visualizations – www.research-councils.ac.uk



DutchGrid 
DutchGrid is a national Grid initiative in the Netherlands whose goal is to coordinate the deployment efforts and to offer a forum for exchange of experiences on Grid technologies – www.dutchgrid.nl
INFN Grid 
INFN Grid is an effort in Italy to enable INFN user transparent and effective use of the computing

And effective usage of the computing and storage resources distributed in the 26 INGN nodes of the

Italian research network national Grid initiative in the Netherlands whose goal is to coordinate the

deployment efforts and to offer a forum for exchange of experiences on Grid technologies – www.infn.it 


NorduGrid – 
The Nordic Testbed for Wide Area Computing project seeks to develop Grid middleware and applications
 in the Nordic countries, extensively using modern software utilities and tools. The aim is to establish an
 inter-Nordic testbed facility for implementation of computing and data handling – www.nordugrid.org
Grid-Ireland
Grid-Ireland is a working Grid between compute clusters at three sites in Ireland: Departments of Computer
 Science in Trinity College Dublin, University College Cork and NUI Galway – www.cs.tcd.ie/grid-ireland/
India-I-GRID 
This is a working Grid tying together India’s seven Institutes of Technology

NaukaGrid
The NaukaGrid is a proposed grid infrastructure linking the Russian Academy of Science and other

S&E sites with a high-performance computational, collaborative, and communications network. It is led

by the Russian Research Center Kurchatov Institute and NCSA – www.naukagrid.org

For more detail on other international Grid projects, see www.ggf.org.







