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NEED TO ADD Fig. 14.2: Growth of GenBank as caption
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Figure 14.2: Docking application on the Entropia desktop Grid.  The job manager sends subjobs (Dock, compound binary, protein receptor) to the subjob scheduler; these subjobs are then executed on the resources. Results are combined in the job manager to produce an aggregate result to the overall Dock job.
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Figure 14.3: Docking throughput on a desktop Grid installed in a large pharmaceutical company. 
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Figure 14.4: Application characteristics: varied subjob sizes.  Measured by CPU time and wall-clock completion time (upon arrival at the server).
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Figure 14.5: Timeline of subjob execution. Each subjob is initiated in numerical order and the black line reflects the execution lifetime of each subjob. The variability in subjob execution time and the excess available parallelism are both readily visible.
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