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Chapter 11
Virtual Screening on a Desktop Grid

Andrew A. Chien


Computing as a tool for supporting the study, understanding, modeling, and observation of biological systems is one of the most rapidly growing applications of large-scale computing. As such, it is a natural and bountiful area for applications of Grid computing. Application areas range from bioinformatics to molecular, pathway, and whole-cell modelling to system modeling, and beyond. These applications span many orders of magnitude of physical and temporal scale and have breathtaking complexity. 

An important class of biological applications for the emerging Grid is coarse-grained task-parallel computations arising from parameter sweeps, Monte Carlo simulations, and data parallelism. These applications generally involve large-scale computation to search, optimize, and statistically characterize products, solutions, and design space—all critically important in the increasingly information-driven economy. Indeed, the availability and use of increased computation directly increase the quality of answers that can be achieved. In this chapter we discuss one task-parallel application from the drug discovery area and describe how it can be supported effectively on desktop Grids.
Because desktop resources are pervasive, desktop Grid systems can aggregate thousands to tens of thousands of machines even within a single company. The strategy involves exploiting the availability of idle desktop workstations or PCs—often idle as much as 95% at night and 85% during the day [5,16,18,21,25]. These machines, and their software, typically are extremely heterogeneous and subject to varied management and use regimens. Hence, in order to achieve a high degree of utility, desktop Grid systems must be able to put an application on the platform easily and must secure the data as the application executes on the network. Moreover, such systems must do so without requiring armies of information technology administrators.

One of the most successful early desktop Grid applications in biology is virtual screening: the testing of hundreds of thousands to millions of candidate drug molecules to see whether they block the activity of a protein. In this chapter we examine the use of virtual screening in the Entropia system. The key advantages of Entropia are the ease of application integration and its new model for providing security and unobtrusiveness for the application and client machine. Applications are integrated using binary modification technology without requiring any changes to the source code. This binary integration automatically ensures that the application is unobtrusive, and provides security and protection for both the client machine and the application’s data. Other systems require developers to change their source code to use custom APIs or simply provide weaker security and protection. In many cases, application source code may not be available, and recompiling and debugging with custom APIs can be a significant effort.

The 


remainder of this chapter is structured as follows. First, we describe the computational needs of drug discovery. Next, we discuss the basic characteristics of a desktop Grid and how a virtual screening application is deployed across it.  We then describe the delivered performance for virtual screening on a desktop Grid. We conclude with a summary and some future directions. Throughout, we use the Entropia system as an example.
14.1 Computing Needs of Drug Discovery 

With the recent completion of the sequencing of the human genome, the mouse genome, and numerous other genomes, computation is increasingly viewed as a critical tool in the earliest stages of drug discovery. The on-going identification of new therapeutics is critical to public health and is the subject of significant investment by large pharmaceutical companies, biotech companies, and venture capital. The life sciences research market for information technology (excluding health care) is expected to grow to $9 billion by 2003. These investments are predicated on the critical importance of information technology as a method of discovery and evaluation for new drug compounds.



In addition to the explosive growth of genomic information, the amount of proteomic and molecular data available to biotechnologists is growing exponentially, doubling in as little as six months to a year. This rate of growth greatly exceeds the 18-month rate of individual processor power doubling predicted by Moore’s law. As a result, researchers are increasingly motivated to use multiprocessor (parallel) systems.


The growth in data is only one of several factors driving the rapid increase in computational demands. Navigating the data has  become a critical problem. For example, as Figure 14.1 shows,  the NCBI GenBank database is doubling in size every 12 months. Many research activities involve sequence searching against this database, the cost of which scales with database size.
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Combinatorial chemistry raises another computational problem. Combinatorial chemistry can be used to create molecules en masse. However, computers are used to design and select which compounds are worth synthesizing. For example, high-throughput virtual screening techniques use computational analysis to select a subset of compounds appropriate for a given receptor. Here the computational demand scales with the number of candidate molecules.





14.2 Grid Technology Leverage and Requirements 
Pharmaceutical researchers thus need both to access more data than in the past and to perform more computation on that data. While modern techniques in combinatorial chemistry and high-throughput screening allow large numbers of molecules to be synthesized and assayed, significant limitations remain because of the time and resources required to complete these experiments in the laboratory. Virtual screening [6,28] allows one to identify a focused set of compounds, selected on the basis of their properties and those of the target receptor, and leads to an enhanced hit rate in the bioassay. Unfortunately, the size of the computational problem is large, and the number of compounds involved is enormous. 
The requirements for virtual screening can certainly be addressed by building ever larger central computing facilities. But such facilities are extremely expensive and are often not designed for the specific task at hand.




 another approach is to employ specialized high-performance computing systems [15]. However, these systems require considerable investment in specialized packaging and interconnection technologies, and thus these systems are commonly reserved for problems that require high interprocessor performance. Still another solution is to use Linux and Beowulf clusters [23]. Built from commodity components, these clusters provide significant amounts of compute power at a lower cost per node than mid-range compute servers and have become popular. However, the cost of building, maintaining, and operating these systems can be significant because of the range of open source software and systems involved. Both high-end and Beowulf systems also may require expertise in algorithm parallelization.


Desktop Grid computing provides an excellent solution for virtual screening problems, which do not require high interprocessor performance. Desktop Grid computing can bring significantly more compute power compared with compute servers: Whereas a typical Beowulf cluster might have 128 processors, a desktop Grid system might have thousands or even tens of thousands of PCs. This increased compute power enables biologists not only to do more virtual screening in less time but also to execute more complex and more accurate methods, in order to reduce the number of false positives. The strategy fits well with a current trend in virtual screening of separating the docking step (that is, identifying the most likely binding mode of this compound to a specific receptor) from the scoring step (that is, determining how tightly this docked molecule binds relative to other molecules) that can involve more complex algorithms than those needed for docking. 



.

14.3 Docking on a Desktop Grid

Testing typically involves assessing the binding affinity of the test molecule to a specific place on a protein in a procedure commonly called docking. Docking codes [29-38] are well matched for distributed computing because each candidate molecule can be evaluated independently. The amount of data required for each molecular evaluation is small—basically the atomic coordinates of the molecules—and the essential results are even smaller: a binding score. The computation per molecule ranges from seconds to tens of minutes or more on an average PC. The coordination overhead can be further reduced by bundling sets of molecules or increasing the rigor of the evaluation. Low thresholds can be set for an initial scan to quickly eliminate clearly unsuitable candidates, and the remaining molecules can be evaluated more rigorously. 

We implemented the docking step [Dock] on the Entropia DCGrid 5.0 platform. This application takes as inputs a compound database and a protein receptor or enzyme configuration.  The compounds in the database are “docked” against the submitted protein receptor or enzyme, and the resulting configurations scored and ranked. Because each of the compounds in the database can be docked and scored independently, significant parallelism is available. To adapt this program to the Entropia system, we wrote a small piece of code that partitions the compound database into disjoint smaller compound databases. The binary is processed by using Entropia’s application preparation tools (fully automatic), which encapsulate the binary in Entropia’s virtual machine [Entropia-jpdc]. We term each invocation of the docking binary on a compound database piece and the protein receptor as a “subjob” and the docking of the entire compound database against the protein receptor as the “job.”  We also wrote a second piece of code that combines the resulting rankings into a single final ranking for the entire job. The application integration took approximately two hours.  The operation of this integrated application is depicted in Figure 14.2.  
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As Figure 14.3 shows, performance increases linearly to over 500 nodes and compares favorably in performance with both a high-end multiprocessor (an SGI system) and a Beowulf cluster. Nevertheless, the computational demands of virtual screening today are enormous and unlikely to be met soon. Typical cases require thousands of processors. For example, many pharmaceutical libraries have a million potential drug molecules that can be tested against sets of thousands of proteins. Some companies would like to routinely screen ten or twenty million. Achieving a screen of million compounds against a single site in 24 hours requires a thousand nodes. Doing so with turnaround within a business day (~8 hours) requires 5,000 nodes. In the case of ten and twenty million compounds, the requirements are 50,000 to 100,000 nodes in a desktop Grid.



We describe a case of scaling the virtual screening application to larger numbers of compounds and nodes on a desktop Grid. The performance characteristics are shown in Table 14.1.


	Number of molecules
	5,000 (1M – 10M is production)

	Molecules per subjob
	1 (fine-grained stress test)

	Execution time 
	1,357,914 seconds, 22,361 minutes, 377 hours, or 15 days

	Number of machines used
	94 Pentium III and IV machines

	Speedup
	72 times (18,644 seconds or 5 hours)



These characteristics were chosen to achieve turnaround within a day on our local test Grid within Entropia. They reflect a run approximately 200 times smaller than many full-scale production virtual screening environments that involve millions of compounds. Figures 14.4–14.5 illustrate the performance characteristics of the application on the Entropia desktop Grid system. Together, these figures indicate the potential performance for this application on very large desktop Grids. 


Figure 14.4. plots the sizes of subjobs (the independent executions of docking a single compound against the protein receptor). As the figure shows, the time to completion for the subjobs varies widely because the computation structure is far from uniform.



Figure 14.5 shows the evolution of the overall computation, as the independent pieces (subjobs) are scheduled on resources and complete over time. This plot shows the variability in subjob time clearly, and the steady progress of the system through the large overall job. The thinness of the band indicates that even in this modest-sized run, there is significantly more parallelism to be exploited. For example, using 1,000 nodes (ten times as many) would simply compress this plot in the x-dimension by a factor of ten, but there is ample parallelism to achieve that.



14.4 Summary and Future Work
We have presented an example application, virtual screening, and its implementation on a desktop Grid platform. Desktop Grids are suitable for a wide range of similar applications that exhibit high degrees of task parallelism and scale with dataset size. To support these applications, desktop Grids bring huge computational capabilities of thousands of machines, delivered conveniently for application use. Thus, desktop Grids are changing what is possible—both quantitatively and qualitatively—for the biological sciences. 
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Further Reading
For more information on the topics covered in this chapter, see www.mkp.com/grids and also the following references:

· Chien et al. [Entropia-jpdc] gives and in-depth description of the Entropia platform

· [Klebe2000] is a collection of papers discussing high throughput virtual screening, and compares it to traditional empirical techniques.

· Dock [Dock] and Gold [Gold] are several of the leading high-throughput docking programs.
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