
Chapter 11 

myGrid: in silico experiments in bioinformatics

Carole Goble, Steve Pettifer, Robert Stevens et al
An in silico experiment is a procedure using combinations of computer based information repositories and computational analysis to test a hypothesis, derive a summary, search for patterns or to demonstrate a known fact. myGrid is a UK e-Science pilot project specifically targeted at developing open source high-level service-based middleware to support the construction, management and sharing of data-intensive in silico experiments in biology. The consortium is made up of five UK universities (Manchester, Southampton, Newcastle, Nottingham, Sheffield) and the EMBL-European Bioinformatics Institute.
Biologists, aided by bioinformaticians, have become knowledge workers, intelligently weaving together the information available to the community, linking and correlating it meaningfully, and generating even more information. Many BioGrid projects focus on the sharing of computational resources, large scale data movement and replication for simulations, remote instrumentation steerage, high throughput sequence analysis, or image processing as in the BIRN project described in Chapter 9.  However, a good deal of bioinformatics requires support for a scientific process that has relatively modest computational needs, but has significant semantic and data complexity. Consequently, myGrid is building high level services for integrating applications and data resources, concentrating on dynamic resource discovery, workflow specification and dynamic enactment, and distributed query processing. However, these services merely enable experiments to be formed and executed. myGrid’s second category of services support the scientific method and best practice found at the bench but often neglected at the workstation, specifically provenance management, change notification and personalisation. 
Figure 1 shows the lifecycle of in silico experiments, along with the core activities of myGrid. 
· Experimental design components can be shared and reused, for example: workflow specifications; query specifications; notes describing the objectives; the applications and databases to be used; papers that are relevant; the web pages of important workers and so on;
· Experimental instances are records of enacted experiments, for example:  data results, a history of services invoked by a workflow engine, instances of services invoked; parameters set for an application; notes commenting on the results and so on;
· Experimental glue groups and links design and instance components, including: a query and its results; a workflow linked with its outcome; links between a workflow and its previous and subsequent versions; a group of all these things linked to a document discussing the conclusions of the biologist. 
A scientist should discover, use and pool the experiments and their components too. 
myGrid has a service-based architecture, prototyping on top of Web Services, and intercepting the Open Grid Services Architecture (OGSA) described in Chapter 16. It serves as an early testbed for the OGSA-Data Access and Integration programme described in Chapter 20, with which the project has a close liaison. Moreover, the services can be described as semantically-aware, as the project is pioneering semantically rich metadata expressed using ontologies, which are used to discover and select services and components, compose services and link components together. All components, including workflows, notes and results are stored in the myGrid Information Repository, and are annotated with semantic descriptions so that the knowledge encapsulated within can be more effectively pooled and reused. The technologies are drawn from the Semantic Web initiative; thus myGrid is an early example of a Semantic Grid of the kind described in Chapter 21. 
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Figure 1: The cycle of myGrid in silico experiments.
Our target users are bioinformaticans, tool builders and service providers who build applications for a community of biologists. The target environment is an open one, by which we mean services and their users can be decoupled. Services are not just used solely by their publishers but by users unknown to the service provider, who may use them ways unpredicted by that provider.  Scientists may opportunistically use services as they are made available, but must adapt to the services as they are published and cope with their evolution and withdrawal. This contrasts with a closed domain such as a drug company where the resources can be prescribed, adapted and stablised.  Our scientists work in a mix of local, personal and public facilities, covering a spectrum of control that both the user and the service provider can exert over the services. Thus we must be flexible enough to be usable within the closed domains of private organisations, and also in hybrids where both private and public data resources can be accessed.

The development of myGrid is being steered by a range of use cases. Currently, the primary testbeds are based on: (i) the functional analysis of clusters of proteins identified in a microarray study of circadian rhythms in the model organism Drosophila melanogaster (fruit flies); and (ii) the efficient design of genetics studies of Graves disease (an immune disorder causing hyperthyroidism). 

The immediate objectives of myGrid are to enrich the Global Grid movement in four ways by: 

1. Developing services for data intensive integration, rather than computationally intensive problems;
2. Developing high level services for e-Science experimental management;
3. Investigating the use of semantic grid capabilities and technologies, such as semantic-based resource discovery and matching.

4. Providing an example of a “second generation” service-based Grid project, specifically a testbed for the OGSI, OGSA and OGSA-DAI base services;

The outcome includes an assembly of the components (myGrid-in-a-box) with reference implementations, a demonstrator application of our own (an e-lab workbench EStudio) and a demonstration of third party applications using some of the components, for example Talisman an application builder for the InterPro database annotation pipeline [Oinn03].
Research and development is in concert with several other web service based initiatives in Life Sciences, including the open source activity BioMOBY (http://biomoby.org), the OMG Life Sciences Research programme (http://www.omg.org/homepages/lsr/) and the Interoperable Information Infrastructure Consortium (http://www.i3c.org). 

myGrid Motivation: bioinformatics in silico experiments

Biology is emerging from its sequencing to its post-genomics period. Instead of studying one gene we study the whole genome. Instead of one cell cycle we study the whole organism. Instead of one organism we compare across many organisms. We are moving from what the genome is (though this is still to be completed) to what the genome does and how it does it. Instead of inferring knowledge from fundamental ‘laws’ (there are very few in biology), biologists collect, compare and analyse information arising from ‘wet’ bench observations and instruments, and nowadays also derived by complex queries, algorithms and computational models applied to large distributed experimental data sets. Connections are made between different pieces of evidence, and these add to the overall body of knowledge. Computationally generated results are tested at the bench, and these results are in turn fed back into the knowledge pool. 

Bioinformatics faces computationally intensive problems, such as running tens of thousands of similarity comparisons between protein sequences or simulating protein folding. However, it also has numerous semantically complex information intensive applications and problems that drive the architecture and services of myGrid. Data is deposited in public databases as a condition of funding and publication, and is increasing exponentially—currently a new genome sequence is deposited every 10 seconds. Thanks to high throughput experimental techniques such as DNA microarrays that generate tens of Gbytes of numerical data, the discipline is moving from a descriptive to a more quantitative one. Even so, crucial information is commonly encoded using descriptive text (e.g. gene names, gene product functions, anatomy and phenotypical phenomena) or is published in the literature. 
Semi-structured data is commonplace because it is adaptable when scientists are uncertain about what they are collecting. Similarly, controlled vocabularies and shared ontologies are flexible when a scientist is unsure about what they are describing. However, this uncertainty leads to volatility in database schema and database contents. It is also common practice to publish and use ‘grey’ information that is speculative or only partially complete. Rapid advances in the science and knowledge of how to analyse the data mean the information is open to continual change (extensions, revisions, reinterpretations)—even to the raw data itself if mistakes are found in sequences, for example. New versions of algorithms may well generate different results when replayed over the same datasets. Database curators infer or copy data from other, equally evolving, databases, forming complex interdependencies between resources that are exacerbated by the practice of replicating resources locally for performance, security, reliability or to snapshot a database. Results derived from unstable information are themselves subject to uncertainty but often enter the ‘scientific pipeline’ with few of the necessary health warnings. Coping with this viral propagation of data between databases requires support for security, controlled collaboration, authentication, provenance, and digital watermarking.

More problematic still is that the community is globally distributed and highly fragmented; the different communities act autonomously producing applications and data repositories and in isolation. Few centralised repositories exist except for critical resources replicated for improved performance and reliability. Most biological knowledge resides in a large number of modestly sized heterogeneous and distributed resources (over 500 publicly available at the time of writing).  The different communities produce a range of diverse data types such as proteome, gene expression, sequence, structure, interactions and pathways. The data covers different scales and different experimental procedures that may be challenging to inter-relate. The different databases and tools have different formats, access interfaces, schemas, and coverage, and are hosted on cheap commodity technology rather than in a few centralised and unified super-repositories. They commonly have different, often home-grown, versioning, authorisation, provenance, and capability policies.

Despite the fragmentation of the communities, the post-genomic era of research is about crossing communities: whole genome analysis rather an individual gene; comparing the genomes of different species; investigating the whole cell life cycle not just a component. Finding appropriate resources, and discovering how to use and combine them is a serious obstacle to enabling a biologist to make the best use of the available specialist resources and the information from different communities. Technologies for intelligent information integration and data federation are increasingly important. 

Biologists record the ‘who, why, what, when, where and how’ of bench experiments they perform.  However, the in silico experiments themselves – the workflows, queries, the versions of resources, the thoughts and conclusions of the scientist – are generally not recorded by users, or are set down in an unsystematic way in “README” files. This provenance information is essential in order to promote experimental reuse and reproducibility, to justify findings or provide their context, and to track the impact of changes in resources on the experiment. Results and their workflows ought to be linked. Sharing experimental know-how would raise the quality of in silico experiments and the quality of data by reducing unnecessary replication of experiments, avoiding the use of resources in inappropriate ways, and improve understanding of the quality of data and practice. However, it is time-consuming to record the large amounts of metadata and intermediary results with enough detail to make the process repeatable by another user unless it is automated or incidentally gathered. The history and the know-how behind the generation of information is as valuable as the information itself; however best-practice is poorly shared in e-Biology despite the fact that experimental protocol is highly developed for bench experiments. 

Finally, biology is a discipline where small teams or individuals make a difference, especially when they are able to use the same resources as larger players. The division between providers (a few) and consumers (many) of resources is indistinct. Specialists produce highly valued ‘boutique’ resources because web-based publication is straightforward and expected. This openness pervades biology and partially accounts for the success of the Human Genome project and the rapid impact of findings on genomics. 

myGrid focuses on speculative explorations by a scientist to form discovery experiments. These evolve with the scientist’s thinking, and are composed incrementally as the scientist designs and prototypes the experiment. Intermediate versions and intermediate data are kept, notes and thoughts are recorded, and parts of the experiment and other experiments are linked together to from a network of evidence, as we see in bench laboratory books. Once the experiment is settled it may be run continuously and repetitively, in production style. Discovery experiments by their nature presume that the e-biologist is actively interacting with and steering the experimentation process, as well as interacting with colleagues (in the simplest case by email). An individual scientist keeps personal local collections, makes personal notes, and has personal preferences for resources and how to use them. We contrast this with production experiments that are prescriptive, predetermined and not open to change, for example streaming data from an instrument and automatically processing it and placing it into a database, where performance and reliability are more significant. Experiments are made by individual scientists, harnessing resources that they don’t own, published by service providers without a priori negotiation or agreements with their users, and without any centralised control.  See [Buttler02] for a further discussion.
This state of the art in information-intensive bioinformatics brings many challenges to myGrid. The process is knowledge intensive and that knowledge is tacit or encoded in semi-structured texts; the environment and resources are changeable and unpredictable; the capabilities and methodology of scientists vary; and biological questions require complex interactions between resources that are independent yet interdependent. There is little prescription, lots of sharing and a great deal of change.

myGrid Architecture and Technologies

Figure 2 gives the myGrid architecture stack. Networked biological resources are services, as are the components themselves. Rather than thinking in terms of data or computational grids we think in terms of Service Grids and collections of services to solve problems. Our high level services sit on top of OGSI technologies such as lifetime management of service instances and job execution. The individual services are covered in more detail in the remainder of the chapter.

To cope with the volatility of legacy services, we adopt two layers of abstraction:

(a) a nested component model that abstracts over the many service delivery mechanisms used by the community (of which OGSA is one) to allow service developers and providers to separate concerns in their business logic from the on-the-wire protocol specifications, and to allow service providers to configure service behaviour, such as fault tolerance and security. Clients interact with services in a protocol-independent manner.  

(b) The Gateway provides an optional unified single point of programmatic access to the whole system, for ease of use, especially from diverse languages and legacy applications. This isolates the end user (and client software) from the detailed operation and interactions of the core architecture and adds value to myGrid in respect of support for collaboration, provenance and personalisation. The Gateway deals with single sign on and certification, so avoiding the need to repeatedly perform authorisation as a workflow executes. It overlays distinctive elements (such as provenance metadata and semantics relationships) on non- myGrid services (such as legacy Web Services). For example, when accessed through the Gateway, normal Web Services may appear to expose metadata in a myGrid compliant manner when in fact this is being added in transit through the Gateway. Third party applications, and those we are developing such as the web portal and a demonstrator laboratory workbench, have a choice of interacting with services directly or via the Gateway. 

Semantic discovery and metadata management

A myGrid object can be defined as any identifiable entity that plays a role in an experiment. Thus a data entry in a database, a workflow specification, a concrete workflow, a service, an annotation on a result, a link between a concrete workflow and the data collection that resulted are all objects. A bioinformatician needs knowledge to find and use these objects, and to form workflows or distributed queries efficiently and effectively. 
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Figure 2: The myGrid Service Stack

A key feature is the incorporation of some of this specialist knowledge into semantically rich descriptions of services and the objects they exchange and act upon. This knowledge is used throughout: for example, to link together components or find links, to validate workflows or find them, to intelligently integrate databases, to drive portal interfaces, etc. Services and objects carry a range of descriptions: “operational” metadata detailing their origins, quality of service and so on; structural descriptions detailing their types (string, sequence, collection etc) or signatures (inputs, outputs, portTypes); and semantic descriptions that cover what they mean (an enzyme, an alignment algorithm).  We are experimenting with metadata attached to objects, so that it becomes possible to determine what can be done with an object regardless of how it was produced. Metadata is also attached to services, to determine the types of objects consumed and produced. Additionally, the model is obliged to cope with the many (de facto) standards in biology that make the type scheme rather open. Early versions temporarily simplify this problem by using the EMBOSS application suite (http://www.hgmp.mrc.ac.uk/Software/EMBOSS/) operating in a predetermined type system.

Providers publish their services, and consumers find and match services and objects, by a range of mechanisms such as name, words, signatures, types, and, in particular, ontological descriptions. For semantic service and object discovery the project is pioneering the use of techniques from the Semantic Web (Chapter 21). Both data objects and services are semantically annotated using ontologies represented in the RDF/XML based semantic web ontology languages DAML+OIL [Horrocks02] and its follow-up OWL (http://www.w3.org/TR/owl-ref/). Using automated classification-based reasoning over concept descriptions it is possible to classify and match services (with degrees of imprecision), negotiate service substitutions and relate database entries to service inputs and outputs based on their semantics. Services (and for that matter, objects) may be described using (multiple) ontologies, and descriptions by third parties for users who wish to personalise their choice of services, including those they do not own themselves. This extends the registry specification in OGSA and other cataloguing schemes such as MCAT [Rajasekar02] and MDS (http://www.globus.org/mds/). 
Service registration uses a multi-level service model distinguishing between “classes” of services and “instances” of services. The latter are real services (e.g. the protein database SWISS-PROT) that may have many copies distributed across the Grid, whereas the former are abstract notions of services (e.g. protein sequence databases) – see [Wroe03] and Chapter 21 for more details. A service type directory describes and classifies resources at this more abstract level to enable a more general class of queries such as ‘all protein databases’, and allow workflow specifications to be composed that can be bound at run time with any services available that are of the right general class. A service directory, an extended implementation of UDDI (http://uddi.org) (called UDDI-M), registers concrete service instances (e.g. a specific version of SWISS-PROT running at http://ebi.ac.uk) together with metadata about location, quality of service, access cost, owner, version, authorisation etc. myGrid assumes multiple registries – personal, local, enterprise, or specific community and that directories can be federated.  

The myGrid Information Repository (mIR) lies at the heart of the architecture. This stores any kind of object: data generated by experiments along with any metadata describing the data, biologists personal annotations of objects held in the mIR and other external repositories, provenance information, workflow specifications etc. Metadata, represented using RDF, is used to aggregate provenance, registry, personalisation and other metadata to give information such as who was using which service and why. All components attract annotation by metadata. DAML+OIL ontologies are used to describe not only the services but also to annotate entries in databases with concepts. Connections between components and services are generated by shared ontological terms using the COHSE ontology-based open hypermedia system [Carr01].

An organisation would typically have a single mIR which would be shared by many users, each using it to store their provenance, data and metadata. Different users can be provided with different views of the information it contains. These types of views are enforced by exploiting the security features of the database server on which the mIR is built (prototyped on top of IBM's DB2). The organisation uses such security settings to enforce rules on modification and deletion of data. Because not all data used in experiments will be local to an installation, users are also able to augment data in a remote repository with their own annotations stored locally in the mIR. The mIR is an early adopter of the OGSA-DAI services (http://www.ogsa-dai.org), using it to make the repository accessible to local and remote components over a Grid. Further, the OGSA-DAI distributed query processing service allows data from the mIR and one or more remote data repositories to be federated, producing unified information views to the biologist. Users can also register their interest in an object in the mIR, and be notified of any relevant new information. Notifications may also be used to automatically trigger workflows to analyse new data.

The philosophy behind the mIR is indicative of the whole project – to harness the functionality of mature technologies such as database products rather than replicate them, and try to be as flexible and non-prescriptive as possible.
Forming experiments – knowledge based mediation

SoapLab as a universal connector for legacy command line based systems. The vast majority of services that we want to be able to make use of are shell scripts, PERL fragments or compiled architecture specific binaries rather than web services; SoapLab is provides a fairly universal glue to bind these into web services. Current services include NCBI & WU BLAST sequence alignment tools, the complete EMBOSS application suite (an independent package of high-quality free Open Source software for sequence analysis), MEDLINE (http://www.ncbi.nlm.nih.gov/PubMed/) and the Sequence Retrieval System (http://srs.ebi.ac.uk). myGrid regards in silico experiments as combinations of distributed queries and workflows over these bioservices. Handling descriptive narrative in semi-structured annotations within these services is a particular problem in bioinformatics. A small team is working on information extraction, exploiting work in PASTA [Humphreys00]. Initially, text services will be integrated as another web service, but a more ambitious idea is an ‘ambient text’ system where potential search terms are gleaned from the enacting workflow and the user interface to silently provide a library of useful texts on the user’s desktop through the gateway.

In contrast to mediation via a virtual database as in BIRN (Chapter 9), service mediation is primarily workflow based. A workflow enactment engine enacts workflows specified in a workflow language initially based on the Web Service Flow Language. Workflow descriptions are both syntactic and semantic. Syntactic descriptions apply to workflows where the user knows that the operations and the data passed between services matches at a type level. Abstract semantic workflows capture the properties of a service rather than specific instances of services. At the time of enactment, available services are dynamically discovered, procured and bound by the enactment engine, with optional user intervention. Workflows specified semantically are more resilient to failures of specific instances of services since alternatives that match the same profile can be discovered. A challenge is that abstract workflows require the resolution of types between services, and metadata descriptions so that a user can identify appropriate workflows based on experimental goals such as analysis of microarray data. Creating services dynamically, data streaming for large volumes of data, suspension and resumption of workflows, and user involvement with enacting workflows are further challenges for supporting discovery.

The OGSA-DAI and myGrid projects are together building a distributed query processing system (DQP) that will allow the user to specify queries across a set of Grid-enabled information repositories in a high level language (initially OQL). Queries are compiled, optimised and executed on the Grid, supported by a run-time infrastructure. Complex queries on large data repositories may result in potentially high response times, but the system can address this through parallelisation, as parts of the query - for example join operators - can be spread over multiple Grid nodes to reduce execution time [Smith02]. As the query language is based on OQL, it allows calls to web services to be included in queries (e.g. to apply biological computational services such as BLAST to data retrieved from repositories). This enables an important symmetry: workflows can include calls to information services, and queries over information repositories can include calls to services that are implemented as workflows. We believe that DQP will be a powerful tool for many Grid-based e-science applications, freeing the user from concerns over scheduling, optimisation and data transfer. It could underpin, for example, the query processing and optimisation components of the knowledge-based Information Mediation Architecture in BIRN.
Managing and sharing experiments: the practice of e-biology

One of the aims of the project is to automate the incidental collection of  provenance metadata. Provenance comes in two forms: derivation paths that track how a result was generated (the query or the workflow) or how a workflow (or query) has evolved; and annotations that augment components with ‘who, what, where, why, when, and how’ metadata, that may be structured, semi-structured or free text. When a workflow is executed, the workflow enactment engine provides a record of the provenance of results, automatically generating a trace of the service operations that have been used in the derivation of each result. This provenance dependency graph can be played backwards to track the origin of data and played forwards to define an impact analysis of changes to base data, to be managed by the event notification service. In discovery experiments workflows evolve incrementally—substituting one database for another or altering the parameters of an algorithm, while a workflow is being enacted. Workflows are derived from other workflows or based on workflow templates and this provenance is valuable knowledge to share in the evolution of experimental practice. 

Pioneering use is made of Semantic Web annotation and browsing technologies for provenance metadata of the kind described in (Chapter 21). The gateway adds value to services that don’t provide their own provenance data by logging service invocations itself; other challenges include the development of a minimum dataset, canonical model and a portType for provenance. 

Personalisation capabilities are extended to all components and services. The UDDI-M registries are personalised with third party descriptions and multiple views; the workflows are stored so that they can be edited and specialised; preferences for databases and parameters for tools are kept as part of provenance records in the mIR. The mIR view mechanism described earlier is core to personalisation

The volatility of bioinformatics data means that the tracking of changes to resources is crucial for forming a view on their validity and freshness. The event notification services accept events on any component and route them to consumers. Notification events are filtered by the notifying service and by user agents based on the user preferences. Users register their interests via metadata that describe resources or services to a fine granularity, and are alerted when new, relevant information becomes available. The type and granularity of notification can be indicated via ontological descriptions provided by the metadata services. An OGSA-compliant Notification Server has been prototyped. OGSA-DAI plans to support data source-change notification that will be integrated with other components via this server. Notification applies to all aspects of myGrid – for example a registry is notified when a service comes on line, and an application is notified when a service is registered in a registry visible to the current user.

Driving the Development of Grid Technologies

myGrid is tackling a fundamental problem in bioinformatics by building the services needed for  a personalised problem-solving environment for a bioinformatican. We are trying to create an open framework that is agile and adaptable enough to cope with the bioinformatics environment and the independence of the bioinformaticans and service providers who work there. Our goal is to provide the high level services to make it easier to construct in silico ad-hoc experiments (virtual organisations); to execute and re-execute them over long periods; find and adapt the experiments of others, to store partial results in local data repositories and provide personal views on public repositories, and to track the provenance and the currency of the resources directly relevant to their experimental space. 

The project commenced in November 2001 and runs for 42 months. We have developed the framework and a preliminary set of services for a range of use cases. Our research enriches the Global Grid movement by: 

Developing high level services for data intensive integration. First implementations of an event notification system, a distributed query processor, a workflow enactment engine and the myGrid information repository are available for any Web Service based framework to use. These form a platform for higher level services for workflow validation and generation and intelligent information mediation.

Developing high level services for e-Science experimental management. The information services are a platform for the real focus of myGrid on personalisation and provenance. Experiments on simple annotation and workflow logging have begun, and the canonical model and APIs are active areas of research, and a great deal of work has to be done in Grid for these services. Dependencies are frequently not some mechanistic algorithm but copies of parts of other annotation entries or direct references to other database entries. Curated databases accumulate copies (possibly corrected, often editorialised, sometimes transformed) of information from the databases they draw from. This viral propagation of information raises issues of provenance/data migration, provenance aggregation and credit for originating sources that we are beginning to investigate. It isn’t enough for a scientist to be notified by changes but also an explanation for changes to results in which they have registered a specific interest.
Developing semantic grid capabilities and technologies. OGSA has a simple registry specification which we are extending with semantic service descriptions and reasoning, and the deployment of service ontologies and distributed ontology services based on DAML+OIL and RDF. myGrid is stimulating work in the Semantic Grid and the Semantic Web to answer the questions of the scalability, performance and utility of such technologies. An early version of the ontology of bioinformatics and services is being investigated by the BioMOBY and I3C bioinformatics web services registry efforts.

Providing “second generation” service-based Grid and an immediate testbed for OGSA. myGrid and its companion project OGSA-DAI (see Chapter 20) are grid-service-based open frameworks, meaning that there are well-defined interfaces (port-types) for building higher-order frameworks (e.g. DQP or provenance management) on top. This is in contrast to earlier Grid technologies such as SRB. Being service-based, the components are dynamically discoverable via registries, enabling run-time interrogation of published metadata, thereby facilitating dynamic composability of services. Wrappers that are specific around bioservices and generic wrappers technologies such as those for databases provide a means to operate with legacy applications. The framework and gateway reduce the complexity of third party service providers integrating applications. 
The myGrid-In-A-Box Developer’s Toolkit will provide a shrink-wrapped version of the middleware, including: open source versions of the software, guidelines for use and a report on existing experiences. A number of common bioinformatics resources, wrapped as web services, have been made available to the Life Sciences community. Sufficient performance, fault tolerance, security, and scalability are all to be addressed.
By making an extensible platform that directly supports in silico experimentation, and by sharing all components of an experiment as first class objects, we hope to improve both the quality of data, and the quality of the experiments. Bioinformatics represent a perfect opportunity for the global Grid community to direct middleware developments to really help scientists undertake e-Science.
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This entry is from: SWISSPROT:143Z MOUSE

1432_MOUSE STANDARD; BRT; 245 AA.
P35215; P70197; PI7286;

01-FEB-1994 (Rel. 28, Created)

01-FEB-1994 (Rel. 28, Last sequence update)

15-JUL-1998 (Rel. 36, Last annotation update)

14-3-3 PROTEIN ZETA/DELTA (PROTEIN KINASE C INHIBITOR PROTEIN-1)
(KCIP-1) (MITOCHONDRIAL IMPORT STIMULATION FACTOR S1 SUBUNIT).
YWHAZ.

Mus musculus (Mouse), and Rattus norvegicus (Rat).

Eukaryota; Metazoa; Chordata; Craniata; Vertebrata; Euteleostomi;
Mammalia; Eutheria; Rodentia; Sciurognathi; Muridae; Murinae; Mus.
NCBI_TaxID=10090, 10116;

11

SEQUENCE FROM N.A.

SPECTES=Rat; STRAIN=WISTAR; TISSUE=BRAIN;

MEDLINE=35075231; PubMed=7984035
Watanabe M., Isobe T., Ichimura T., Kuwano R., Takahashi Y., Kondo H
Inoue Y.;

"Molecular cloning of rat cDNAs for the zeta and theta subtypes of
14-3-3 protein and differential distributions of their mRNAS in the
brain.";

Brain Res. Mol. Brain Res. 25:113-121(1994)

(21

SEQUENCE FROM N.A

SPECTES=Rat; STRAIN=5PRAGUE-DAWLEY; TISSUE=HIPPOCAMPUS
MEDLINE=97128314; PubMed=8972907

& == [Document: Dane
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