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23.1 Introduction: Knowledge on and for the Grid

Virtual organisations are formed to solve problems. Problem solving involves the use of knowledge for the interpretation of existing information, for prediction, to change the way that scientific research or business is done, and ultimately for the pursuit, creation and dissemination of further knowledge. Scientists use knowledge to steer instruments or experiments; businesses use knowledge to link data together in new insightful ways. The collaborative problem solving environments that exploit and generate domain knowledge need the sophisticated computational infrastructure that is the Grid [Foster01]. We can characterise this as application knowledge on the Grid, generated by using the Grid itself or acquired by other means. A Computational Grid gives users access to host of computational resources providing the illusion of an extended virtual computing fabric, a Data Grid gives the illusion of a virtual database, a “Knowledge Grid” projects the illusion of a virtual knowledge base to enable computers and people to work better in cooperation [Cannataro03]. 

In fact our vision of knowledge within Grids extends beyond this. Most Grid architectures (be they computation, data, information or application-specific) include boxes labelled variously “knowledge”, “metadata” or “semantics”. Thus knowledge permeates the Grid, and its exploitation lies at heart of the Grid computational infrastructure. We can characterise this as knowledge for the Grid, used to drive the machinery of the Grid computing infrastructure and benefit its architectural components. Knowledge is crucial for the flexible and dynamic middleware embodied by the Open Grid Service Architecture as proposed in Chapter 16. The dynamic discovery, formation and disbanding of ad hoc virtual organisations of (third party) resources requires that the Grid middleware is able to use and process knowledge about the availability of services, their purpose, the way they can be combined and configured or substituted, and how they are discovered, invoked and evolve. Knowledge is found in protocols (e.g. policy or provisioning), and service descriptions such as the service data elements of OGSA services. The classification of computational and data resources, performance metrics, job control descriptions, schema-to-schema mappings, job workflow descriptions, resource descriptions, resource schedules, service state, event notification topics, the types of service inputs and outputs, execution provenance trails, access rights, personal profiles, security groupings and policies, charging infrastructure, optimisation tradeoffs, failure rates and so on are all forms of knowledge. Thus knowledge is pervasive and ubiquitous, saturating the Grid.

In this chapter we use the term Knowledge-Oriented Grids to mean Grids whose services and applications, at all layers of the Grid, are able to benefit from a coordinated and distributed collection of knowledge services founded upon the explicit representation and the explicit use of different forms of knowledge [Moore01]. 

Let us give a couple of examples of knowledge for Grid infrastructure and knowledge for Grid applications. 

As a concrete example of the need for knowledge or interpreted semantics of resource descriptions, consider a portal that wishes to broker for clients wishing to run a local area weather forecasting model. The client enters the dimensions of the problem in terms that are relevant to the application, for example “solve on a area from latitude 50 to 51 degrees north, longitude 100 to 101 west with a resolution of 1/8 of a degree and a time period of 6 hours”. This contains from the user’s point of view all the information needed to define the scope of the resources required. The user might also have Quality of Service requirements, e.g. they need the results within 4 hours or the local forecast will be out of date. A resource broker charged with finding resources to satisfy this request has to translate the users request into terms that can be matched as resources on different machines. So the resource sets might be described as “128 processors on an Origin 3000, 4 Gigabytes of memory, priority queue” at one machine or “256 processors, 16 Megabytes of memory per processor, fork request immediately on job receipt” on a cluster of Pentium 4 machines running Linux. Both could satisfy the users original request. The broker has to do the translation from the original description to a description framework that can identify the resource sets for the job offers. 

The Resource Broker developed in the EuroGrid project [http://www.eurogrid.org/] can do this semantic translation but only in the context of the UNICORE middleware [http://www.unicore.org/] that contains support for the necessary abstractions. In the Grid Interoperability Project (GRIP) [http://www.grid-interoperability.org/] the broker is being extended to work with sites running Globus, i.e. using the MDS-2 information publishing model [Czajkowski01]. The broker now no longer has the support of the UNICORE abstractions but has to recreate the translation of the users request into resource sets that can be matched against the MDS-2 descriptions. The mappings between the UNICORE and Globus resource descriptions can be complex and and there is currently no equivalent translation of some terms between the two descriptions. By capturing their semantics in an ontology that describes Grid resources, we can enrich the translation process between the brokers.

The Geodise project uses knowledge engineering methods to model and encapsulate design knowledge so that new designs of, say, aero-engine components, can be developed more rapidly and at a lower cost. A knowledge-based ontology-assisted workflow construction assistant (KOWCA) holds generic knowledge about design search and optimisations in a rule-based knowledge base. Engineers construct simple workflows by dragging concepts from a task ontology and dropping them into a workflow editor. The underlying knowledge-based system checks the consistency of the workflow, gives the user advice on what should be done next during the process of workflow construction, and “dry runs” the workflow during the construction process to test the intermediate results. The knowledge in KOWCA enables engineers, both novice and experienced, to share and make use of a community’s experience and expertise.

Applications and infrastructure are interlinked, and so is the knowledge. An optimisation algorithm will be executed over brokered computational resources; a design workflow will be executed according to a resource schedule planned according to service policies and availability [Chen02].


23.1 A Semantic Web for e-Science

The Semantic Web initiative [http://www.w3.org/2001/sw/] and Knowledge-Oriented Grids have similar requirements for essential knowledge services and components [Goble02a, Goble02b]. The Semantic Web initiative aims to evolve the Web into one where information and services are understandable and usable by computers as well as humans. The automated processing of web content requires explicit machine-processable semantics associated with the content but extending more generally to any web resource, including web services. The key point is to move from a web where semantics are embedded in hard-wired applications to one where semantics are explicit and available for automated inference. Simple metadata and simple queries give a small but not insignificant improvement in information integration [McBride02]. More ambitious ideas are of an environment where software agents are able to discover, interrogate and interoperate resources dynamically, building and disbanding virtual problem solving environments [BernersLee01][Hendler01], discovering new facts, and performing sophisticated tasks on behalf of humans. 

The core technologies proposed for the Semantic Web are equally applicable to Knowledge-Oriented Grids. They have their roots in distributed systems and information management. The minimum requirements are:

· a unique identity for each resource (e.g. URIs), or data item (e.g. Life Sciences Identifier [http://www.i3c.org] in the biology domain);

· annotation of resources with metadata describing facts about the resources for subsequent querying or manipulation. Technology proposals include the Resource Description Framework (RDF)  [http://www.w3.org/RDF/];

· shared ontologies to supply the terms used by the metadata in order that the applications and people that use it share a common language and a common understanding of what the terms mean (their semantics). Technology proposals include the RDF Vocabulary Description Language (RDF Schema, or RDFS) and OWL [http://www.w3.org/2001/sw/], DAML+OIL [http://www.daml.org], and Topic Maps [http://www.topicmap.com];

· inference over the metadata and ontologies such that new and unasserted facts or knowledge are inferred. Technology proposals include subsumption reasoners like FaCT [Horrocks98], Datalog-like deductive databases [Ceri90] and rule-based schemes such as RuleML [Boley01]. 

A primary use of Semantic Web technologies is for the discovery and orchestration of Web Services. Machine interpretable semantic descriptions enable semantic interoperability in addition to syntactic interoperability [McIlraith01].  The Semantic Web itself will be delivered by services defined as Web Services, and Grid Services will deliver Knowledge-Oriented Grids. 

In section 23.2 we discuss different kinds of knowledge, set out our terminology, and consider the need to make knowledge explicit and to use it explicitly. Section 23.3 looks into architectural implications of knowledge-orientation in grid environments. Sections 23.4 and 23.5 describe essential technologies for knowledge representation and processing, including those of the Semantic Web.  Section 23.6 considers the necessary attributes of knowledge-oriented grids and looks at some Knowledge-Oriented grid services. In section 23.7 we explore some examples of Grid projects using knowledge in the way this chapter champions. Section 23.8 concludes with a discussion of some of the many challenges that arise when deploying knowledge on grids, by virtue of both the nature of grids and the nature of the applications that use grids.

23.2 Knowledge in Context

Our vision of some of the benefits for users that ensue from a Knowledge-Oriented Grid are shown in Figure 23.1.  We use Life Sciences as a stereotypical e-Science application. 

Figure 23.1 shows the many entities that can be regarded as knowledge. For example:

1. A workflow specification is a programmatic definition of a set of services to execute, but it also embodies know-how and experience, and defines a protocol; 

2. A distributed query is a provenance trail and a derivation path for a virtual data product;

3. A provenance record of how a workflow was operated and dynamically changed whilst it was running, and why;

4. The personal notes by a scientist annotating a database entry with plans, explanations, claims;

5. The personal profile for the setting of an algorithm’s parameters;

6. The provenance of a data entry or the provenance of all the base data entries for an aggregated data product;

7. The explicit association of a comprehensive range of the experimental components (literature, notes, code, databases, intermediate results, sketches, images, workflows, the person doing the experiment, the lab they are in, the final paper);
8. Conventions that are established to describe, organise and annotate content and processes;
9. Explicit problem solving services that can be invoked (calling up a services to classify, predict, configure, monitor and so on).
10. Communities of practice or sets of individuals who share a common set of scientific interests, goals and experiences;
Points 1-3 describe processes. Points 3-6 describe knowledge that is explicitly recorded. Point 7 asserts knowledge not of an entity but of how entities are linked together. Point 8 recognises the importance of shared terminologies and conceptualisations that enable content and processes to be annotated, mapped and shared. Point 9 is about the call up of explicit knowledge processing services. Finally, point 10 recognises the importance of understanding and describing the networks that exist between scientific practitioners. All give rise to knowledge descriptions that can be asserted or generated in their own right so they can be found, linked and reused.  

23.2.1 Definition of terms

Data, information, metadata, knowledge, semantics, experience, and insight are all related terms. Defining their boundaries and differentiating between them is difficult and contextual, and often leads to confusion – one process’s knowledge is another’s data. We adopt terminology that is widespread in both knowledge engineering and knowledge management. 

Data is raw un-interpreted content, e.g. a sequence of numbers or alphanumeric characters such as “http://www.somelab.edu/bio/carole/wf/3345.wsfl” or “TMDKSELVQK….”.

Information is an interpretation of that content into basic assertions or facts, structured using some data model. It is an organisation of raw content establishing relationships and ascribing properties to content, e.g. that the second string above represents the sequence for the protein kinase C, which is an instance of an ATPase enzyme and has database accession number Q9CQV8. The first string denotes a Web Service Flow Language (WSFL) specification for a workflow. Metadata is descriptive information about an entity, e.g., that that WSFL specification was written by Prof Goble, that it takes mouse proteins and finds their homologues in humans, that it uses the algorithm BLASTp to compare a protein sequence with others and find those that are homologous (i.e. evolutionarily related) to it; that SWISS-PROT and PIR are protein sequence databases available from http://www.ebi.ac.uk and locally, and so on.

Knowledge is information put to use to achieve a goal or realise an intention, created as a result of familiarity gained by experience or association with some other knowledge. For example, nucleotide sequences and amino acid sequences are disjoint classes of sequence; any enzyme is a kind of protein; the presence of a particular enzyme will lead to the transfer of a chemical group from one compound to another; and ATPase superfamily proteins are kinds of nucleotide binding proteins. Some knowledge embodies practice; for example, by comparing two protein sequences in different species, if they are homologous then they might have the same function. Ontologies are one way of representing knowledge, by providing a vocabulary of terms for use by metadata descriptions, an explicit formal specification of the meaning of the terms, and an explicit organisation of the way the terms are related that captures the conceptualisation of a domain (see section 23.4).

Inference, i.e. the logical process by which new facts are derived from known facts, uses formal reasoning over the properties and behaviours of grid entities, i.e. explicit knowledge that is asserted of them. This enables decisions that are semantic. These reasoning procedures may be rooted in traditional logic that embody probabilistic methods. We can infer that: SWISS-PROT is a source of data for BLASTp; any ATPase data entry in SWISS-PROT will be supplemented by the more specialist InterPro database; and humanATPase.wf can be used to hypothesise human proteins on the basis of homology with mouse proteins using BLASTp.

23.2.2 Making knowledge explicit

A Knowledge-Oriented Grid, and a Semantic Web, depends upon making knowledge explicit so that rich semantics can be used in decision-making and in purposeful activity by computational entities that are provided with a machine-processable account of the meaning of those other entities with which they interact. There are two fundamental requirements for knowledge and machine-processable semantic content in the Grid.

1. Explicitly held and explicitly used knowledge. Computationally implicit knowledge is that knowledge that is merely embedded in programs or tools in forms such as a signature declaration, a database schema or an algorithm. Because it is implicit, its use by machines is limited. In the context of machine-processable content we stress the need for computationally explicit knowledge for which some sort of formal knowledge representation technique exists that can be exposed to discovery, processing and interpretation (see section 23.4). 

2. Computationally accessible and usable knowledge.  Universal Description Discovery & Integration (UDDI) [http://www.uddi.org] is a service for locating web services by enabling robust queries against rich metadata.  A textual note describing a service in a UDDI registry is metadata that embodies knowledge. It is possible for a person to interpret but difficult for a machine. In particular, it is difficult to assign semantics to the metadata automatically. Informally specified knowledge and metadata are only suitable for human consumption, as humans can hope to make sense of knowledge in a wide variety of forms and contexts. Machines need formal, standardised declarative representations and formal, standardised reasoning schemes over those representations. The specification must be systematic – formal, precise, expressive and extensible – and most important of all for grid and web applications, capable of being used by automated reasoners.

These two requirements can be, and are being, met to different degrees. The more explicit the assertion the more you have stated what you know. The more explicit the use the more you have stated how. This characterises a continuum, shown in figure 23.2, which helps us understand how close we are to a Knowledge-Oriented Grid. 

At the bottom left extreme, there are no semantics at all except what is in the minds of people or directly encoded into applications. At the top right extreme, we have formal and explicit semantics that are fully automated. Moving along the continuum implies: less ambiguity, greater likelihood of correct functionality, better inter-operation, less hardwiring, more robustness to change, and, unfortunately, greater difficulty.  All grids will have knowledge ranging over the entire continuum. Knowledge-Oriented Grids will have more capability at the top right. A challenge is enabling the incremental migration of Grids from bottom left to top right. 

XML tags, such as expiry date or cost, have their meaning entirely dependent on an implicit shared consensus about what the tags mean. Type declarations for functions are tightly coupled with, and even hardwired within, the computational entity. To quote the OGSA specification, “The service description is meant to capture both interface syntax, as well as semantics. […] Semantics may be inferred through the names assigned the portType and serviceType elements. […] Concise semantics can be associated with each of these names in specification documents.” This is an example of semantics implicitly asserted, implicitly used. The problem is that the implicit semantics is not easily accessible, cannot be reused and any changes have serious impact. We require semantics explicitly asserted, explicitly used. Only at this point can will knowledge-oriented environments emerge. Section 23.6 is devoted to the description of services that become possible at this point and in Section 23.7 there are examples of Grid projects that are already taking advantage of the benefits that ensue. Before that, we look into architectural implications of knowledge-orientation in grid environments. 

23.3 Architectures for Knowledge-Oriented Grids

We regard Grid entities as computational processes – a component assembly, a function, a program, an instantiated workflow, a middleware product and so on. Data entities such as files, databases, document collections, workflow specifications etc., and metadata entities such as catalogues, directories and type schemes, are considered through the computational entities that encapsulate them, that is their service interfaces and management systems. This normalisation of all manner of Grid components in a common model is in keeping with the OGSA approach, and reinforces the message that all Grid entities attract or exploit knowledge.

A world of knowledge grids and virtual collaborations is one on which a number of perspectives can be taken. One, now widely promulgated, is the three-layered vision for Grids, proposed by [Jeffery99] and discussed in [DeRoure01] and [Stork02]. Unfortunately this gives the impression that knowledge only resides in Grid applications, whereas in fact as we have already argued it permeates the full virtual extent of Grid applications and infrastructure. A more accurate architectural view is a component-based one.  

A Knowledge-Oriented Grid will need various macro-components working together:

(a) Knowledge networks of multiple sets of discipline expertise, information and knowledge that can be aggregated to analyse a problem of scientific, business or societal interest; e.g. individuals and groups, workflows, data repositories, notes, digital archives and so on [Moore01].

(b) Knowledge generating services that identify patterns, suggest courses of action, publish results that are of interest to various individuals and groups [Cannataro03]. 

(c) Knowledge-aware, knowledge-based or knowledge-assisted grid services, that are the distributed computational components of the grid that make use of knowledge; e.g. intelligent portals, recommender systems, problem solving environments, semantic-based service discovery or resource brokering, semantic data integration, workflow composition planning and so on.
(d) Grid knowledge services are the services and technologies for (global) distributed knowledge management to be used by networks, grid services and grid applications; e.g. ontologies for defining and relating concepts in a domain; ontology languages for representing them, and ontology services for querying them or reasoning over them to infer new concepts. 

The various components of both the grid and application layers are placed into service oriented relationships with one another. This service-oriented view is represented in Figure 23.3.

Base Services cover data/computational services such as networked access, resource allocation and scheduling, and data shipping between processing resources. Information services respond to requests for computational processes that require several data sources and processing stages to achieve the desired result. These services include distributed query processing, workflow enactment, event notification, and instrumentation management. Base services use metadata associated with the grid services and entities, but the semantic meaning of that metadata is implicit or missing. For example, the BLASTp and BLASTn algorithms have the same syntactic signature and both take sequence data type; however one works over proteins, the other over nucleotides and these are not interchangeable. This is merely implicit in the names of the algorithms, rather than exposed to computational entities that require them.

Semantic Services introduce explicit meaning; for example, that SmithWaterman and BLAST are both homology algorithms and are potentially interchangeable over the same data despite the fact they have different function signatures. Semantic descriptions about workflow can lead to automated workflow validation and reasoning about the interchangability of whole or parts of workflows. For example, a workflow using the SWISS-PROT protein database could be substituted with one using the ENZYME database if the data operated over is an ATPase (because it is an enzyme). Semantic database integration requires an understanding of the relative meanings of schemas, for example the “domain” attribute in the CATH database does not mean the same thing as the “domain” attribute in the SWISS-PROT database.

Semantic descriptions about a Grid service explicitly and declaratively assert its purpose and goals, not just the syntax of the data type or the signatures of its function calls, so that computational entities can make decisions in the light of that knowledge. 

Knowledge Services are the core services needed to manage knowledge in the grid, for example knowledge publication, ontology servers, annotation services and inference engines. In section 23.6 we describe such services in greater detail. Knowledge applications use the whole grid service portfolio to implement intelligent applications and knowledge networks.  Section 23.7 offers some case studies of grid applications that rely on knowledge-oriented processes.

The distinction between knowledge bases (which are Grid data entities) and knowledge engines (which are Grid computational entities) is made uniformly transparent to the application designers and applications users in a knowledge-oriented grid. This normalisation of all manner of Grid components into a common model is in keeping with the OGSA approach.

23.4 Representing Knowledge

One way of explicitly representing knowledge in a knowledge-oriented grid is as metadata. Under this admittedly reductionist view metadata comprises descriptive statements used to annotate content. Metadata is intended to be machine processable and declarative.

An example of a well-known metadata specification is the Dublin Core Metadata Initiative [http://dublincore.org]. This is a simple model of 15 properties that have been defined by the digital library community as important for describing digital artefacts. Two of the properties – subject and description – rely on keywords. These keywords are intended to be drawn from ontologies appropriate to the particular community using the specification. 

Ontologies are proving to be one of the key components of the Semantic Web. They provide a shared and common understanding of a domain. Their primary role is to provide a precise, systematic and unambiguous means of communication between people and applications. Figure 23.4 gives an example of an ontology from the biological domain.

Ontologies are made up of three parts: (a) taxonomies, including partonomies, that organize the concepts or terms into hierarchical classification structures (e.g. “calcium-transporting ATPase is-a P-type ATPase”, “transferase is-a enzyme” and “membrane is-part-of cell”); (b) properties of concepts that relate concepts across classification structures (e.g. “calcium-transporting ATPase has-substrate H20”, “lyase catalyses lysis” and (c) axioms (also known as constraints or rules) over the concepts and relationships (e.g. “metal-ions and small-molecules are disjoint”, “a G-protein coupled receptor must have seven transmembrane helices”). Ontologies vary in their expressivity and richness. The most lightweight only have a simple is-a hierarchy. Ontologies are models of concepts rather than instances of those concepts. The combination of an ontology and a set of instances is a knowledge base.

Because an ontology is a conceptualisation of a domain, it provides a shared language for a community of service providers and consumers, be they machines (e.g. agents) or people. An ontology can describe the application domain (e.g. biology, astronomy, engineering) or the grid system itself (a resource’s inputs and outputs, its quality of service, authorisation policy, service functionality, provenance, quality assurance criteria and so on). Ontologies can serve as the conceptual backbone for every task in the knowledge management lifecycle. They provide for the structuring and retrieval of information in a comprehensive way, and are essential for search, exchange and discovery. Figure 23.5 summarises the variety of roles an ontology can play.

Because an ontology specification is formal it is open to computational reasoning. Thus metadata descriptions using terms from the ontology can also be reasoned over so as to infer knowledge implied by, but not explicitly asserted in, the knowledge base. Generally speaking, the traditional trade-off between expressiveness and efficiency holds with respect to ontologies - and the more expressive an ontology the less tractable the reasoning. 

23.5 Knowledge Processing

In order to put metadata and ontologies to work we need methods and tools to support their deployment. As an example of the state of the art in metadata and knowledge representation we can look to research on the Semantic Web - another distributed computing activity that has similar knowledge requirements to knowledge-oriented grids.

23.5.1 Annotating resources with metadata

The metadata describing a computational entity is required to be flexible, expressive and dynamic.  Metadata is itself data, so is typically represented as a data model of attributes and values. The Semantic Web uses the Resource Description Framework (RDF) as a means to represent the metadata that is needed to describe any kind of web resource, from a web page to a web service. RDF is described as “a foundation for processing metadata; it provides interoperability between applications that exchange machine-understandable information on the Web” [http://www.w3.org/RDF/]. 

RDF is a simple graph-based data model based on statements in the form of triples (object, attribute, value). It supports additional constructs for handling collections and for reifying triples so that statements can be made about statements. The important point is that the metadata, i.e. the assertions that constitute the description of a resource, are held independently of the resource in RDF repositories or as XML documents (since RDF has a carrier syntax in XML). It can be queried through the RDF query languages and it can be aggregated and integrated by graph matching techniques. Because it is stored independently of the resource, any number of RDF statements can be made about the resource from different perspectives by different authors, even holding conflicting views.  The Dublin Core consortium have been enthusiastic adopters of RDF and a number of Grid projects are beginning to adopt RDF as a common data model for metadata.

For example, in Figure 23.1, points 1 and 2 presuppose annotation with provenance metadata, points 6 and 7 with metadata relating to particular competences and expertise.

25.5.2 Representing ontologies

A number of representation schemes for knowledge have been developed over the past four decades, generally falling into two camps. The first are frame-based or structured object-based schemes embodied in tools such as Protégé 2000 [http://protege.stanford.edu] and frameworks such as Ontolingua [Farquhar97]. The second are logic-based schemes, which are based on fragments of first-order predicate logic such as description logics, e.g., FaCT [Horrocks98]. Frame-based schemes provide a range of intuitive modelling primitives and have good tools and market penetration.  Logic-based schemes, in contrast, have the advantages of well-defined semantics and efficient automated reasoning support. In fact, recent efforts have been reconciling the two to benefit from both [Fensel01]. 

The W3C RDF Vocabulary Description Language (RDF Schema, or RDFS) uses a simple object-based model for providing a vocabulary of terms for RDF statements. However, because it has limited expressiveness regarding class and property constraints, RDFS has proved far too limiting for many Web applications. DAML+OIL is an ontology language specifically designed for the Web, building on existing Web standards such as XML and RDF: the ontologies are stored as XML documents and concepts are referenced by URIs.  It is underpinned by an expressive description logic and its formal semantics enable machine interpretation and reasoning support. DAML+OIL has been adopted in many projects, leading to increasing availability of tools such as parsers and editors. It is the basis of the W3C OWL Web Ontology Language [www.w3.org/TR/owl-ref/].

DAML+OIL describes a domain in terms of classes and properties. DAML+OIL ontologies are compositional, using a variety of constructors that are provided for building class expressions. DAML+OIL/OWL supports two kinds of reasoning tasks. Given two conceptual definitions A and B, we can determine whether A subsumes B, in other words whether every instance of B is necessarily an instance of A. In addition we can determine whether an arbitrary class expression is satisfiable, i.e., whether it is logically coherent with respect to the concepts in the ontology. These reasoning tasks mean that a description’s place in the classification is inferred rather than asserted. When the description evolves so does the classification, so the classification is always consistent, sound and complete. We can check if two descriptions are equivalent, subsume or (at least partially) match one another, or are mutually inconsistent.

The usefulness of these capabilities can be gauged with reference to Figure 23.1. Point 6 can only link the protein of interest (i.e., P31946, the protein linase C) with the Attwood lab by explicitly using an inference engine that can deduce that this protein linase is an ATPase enzyme, then that ATPase enzymes are nucleotide binding proteins, in which the Attwood lab has expertise.

The explicit representation of knowledge in formal languages such as DAML+OIL/OWL opens the door to reasoning about new metadata and new knowledge that is not explicitly asserted. Subsumption inference is not the only kind. Rule-based reasoning of the kind proposed by RuleML [Boley01] and deductive databases is another [Ceri90]. The latter, in particular, elegantly supports very expressive query answering over concept extensions in knowledge bases, which description logics currently provide insufficient support for.

23.6 Knowledge-Oriented Grids
The intent of Grid middleware is that new capabilities be constructed dynamically and transparently from distributed services, reusing existing components and information resources. The aim is to assemble and co-ordinate these components in a flexible manner. If entities are subject to central control, then that control imposes rules of construction and rules of conduct that are shared knowledge with shared protocols of usage. If entities are homogeneous, knowledge and its use can be shared under a priori assumptions and agreements. However, a dynamic grid computational environment is characterised by entity autonomy, entity heterogeneity and entity distribution. It is an environment in which a priori agreements regarding engagement cannot be assumed.

If we want to interface autonomous, heterogeneous, distributed computational processes where there are no a priori agreements of engagement, then the trading partnership must be dynamically selected, negotiated, procured and monitored. To achieve the flexible assembly of grid components and resources requires not just a service-oriented model but information about the functionality, availability and interfaces of the various components. This information must have an agreed interpretation that can be processed by machine. Thus the explicit assertion of knowledge and the explicit use of reasoning services — which ontologies and associated ontology reasoners embody — is necessary to allow computational processes to fully interact [Jennings01]. 

Grids already make provision to ensure that certain forms of knowledge are available— resource descriptions (e.g. Globus resource specification language) and metadata services (e.g. the Globus Monitoring and Discovery Service), along with computational entities that use this knowledge for decision-making (e.g. the Network Weather Service). We will see more examples in Section 23.7.

Reasoning has a role to play, not just in the creation of the ontologies used to classify services but also in the matching of services. In Condor, a structural matching mechanism was used to choose computational resources [Raman99]. The semantic matching possible through reasoning in languages such as DAML+OIL has been explored in Matchmaker [Paolucci02], [Trastour02] and myGrid [Wroe03] as we see in Section 23.7.1. In an architecture where the services are highly volatile, and configurations of services are constantly being disbanded and re-organised, knowing if one service is safely substitutable by another is an essential, not a luxury. 

The Knowledge Services layer of Figure 23.3 is expanded in Figure 23.6, taken from the Geodise project [http://www.geodise.org]. The services cater for the six challenges of the knowledge lifecycle—acquiring, modelling, retrieving, reusing, publishing and maintaining knowledge. 

Whilst research has been carried out on each aspect of this lifecycle, in the past each facet of the lifecycle was often developed in isolation from the others. For example, knowledge acquisition was done with little consideration as to how it might be published or used. At the same time, knowledge publishing paid little attention to how knowledge was acquired or modelled. The grid and the web have made it apparent that research is needed into how to best exploit knowledge in a distributed environment. Recently, work in the area of knowledge technologies has tried to bring together methods, tools, and services to support the complete knowledge lifecycle. Global distributed computing demands a service-oriented architecture to make it flexible and extensible, easier to reuse and share knowledge resources, and open to making the services distributed and resilient. The approach is to implement knowledge services as grid services. 

Whilst different knowledge management tasks are coupled together in the architecture, their interactions are not hardwired. Each component deals with different tasks and can make use of different techniques and tools. Each of them can be updated whilst others are kept intact. This type of componentisation makes the architecture robust. It means that new techniques/tools can be adopted at any time, and that the knowledge management system will continue working even if some of its components should fail or become unavailable. Knowledge can be added into the knowledge warehouse at any time. It is only necessary to register the knowledge with the community knowledge portal. After registration all of the services such as publishing and inference can be used to expose the new knowledge for use. Knowledge services can be added in the same way. For example, a data mining service may be added later for automated knowledge acquisition and dynamic update of knowledge repositories.

The minimal components needed include annotation mechanisms, repositories for annotations and ontologies with associated query and lifecycle management, and inference engines that are resilient, reliable and perform well. Then we need the tools to acquire metadata and ontologies (manually and automatically), to relate resources to metadata and metadata to ontologies, and for versioning, update, security, view management and so on. 

Annotation services associate grid entities with their metadata in order to attach semantic content to those entities. Without tools and methods to annotate entities there will be no prospect of creating semantically enriched material. For example, in Figure 23.1, point 8 highlights the importance of this. Ontology Services provide access to concepts in an underlying ontology data model, and their relationships. It performs operations relating to the content of the conceptual model, for example, to extend the ontology, to query it by returning the parents or children of a concept, and to determine how concepts and roles can be combined to create new legal composite concepts. Point 6 in Figure 23.1 is an example of how this could be beneficial. Inference engines apply different kinds of reasoning over the same ontologies and the same metadata. Figure 23.1, our vision of some of the benefits of knowledge-oriented grids, relies throughout on inference engines. It can be argued that the natural coherence of the scenario in Figure 23.1 depends crucially on powerful underpinning inferential capabilities.

Knowledge bases have traditionally often been small and in-memory. However, grid knowledge bases will be large, using database technology, or the data will remain in the source databases to be indexed by the ontologies as in case study 23.7.4. As the entrance point to an integrated knowledge management system, the knowledge portal provides a security infrastructure for authentication and authorisation, so that knowledge can be used and/or updated in a controlled way. Knowledge publishing allows users to register new distributed knowledge service. The access and retrieval of knowledge or/and service information is approached in the same way as we browse the Web as long as the resources have registered with the portal. 

23.7 Knowledge-Oriented Grid Case Studies

We now illustrate five aspects of knowledge-oriented grids drawn from several Grid projects. These knowledge-based services and knowledge services rely on declarative representation of knowledge explicitly held and explicitly used that is computationally accessible and usable, as characterised in Section 23.2. This places such Grid projects closer to the upper right region of the semantic continuum depicted in Figure 23.2. 

Some of the projects described are breaking such new ground that, in advance of production-quality software support of the Open Grid Services Architecture, they have often adopted comparable standards stemming from the Web Services and Semantic Web activities in standardization forums other than the Global Grid Forum. This in no way precludes their replacement by the standards which will emerge from the Grid community. 

23.7.1 Service Discovery

myGrid [http://www.mygrid.org.uk] is a UK e-Science pilot project to provide open source high-level Grid middleware for the formulation, management and sharing of data-intensive in silico experiments in bioinformatics. The emphasis is on data integration, workflow, personalisation and provenance. myGrid is described in more detail in chapter 11.

myGrid resources are OGSA services that can be statically or dynamically combined within a context: for example the specific user, the cost of execution, the speed of execution, reliability, the appropriate authorisations available to the user and so on. Finding the right service depends on knowledge of each service. The description of a service is essential for automated discovery and search, selection, (imprecise) matching, composition and interoperation, invocation, and execution monitoring. The services descriptions in the OGSA specification capture the interface syntax, but capturing the meaning is critical for discovery. Not only should the service accept an operation request with a particular signature but it should also respond “as expected”. 

A bioinformatican will typically have in hand a particular kind of data for which they need to find a service to operate over to produce a desired outcome, or they have in mind a task to apply to the data. They must express their requirements and match these against available services, taking into account the function of the service, the data it accepts and produces and the resources it uses to accomplish its goal. Secondly, they must select, from the candidates that can fulfil their task, the one that is best able to achieve the result within the require constraints. This choice depends on metadata concerning function, cost, quality of service, geographical location, and who published it. 

Classification of services based on the functionality they provide is being adopted by diverse communities as an efficient way of finding and indexing suitable services. A classification scheme for a service registry is a consensus as to how the community thinks about these services. For example, the EMBOSS suite of bioinformatics applications and repositories has a coarse classification of tools it contains, and free text documentation for each [Rice00]. The bioinformatics integration platforms ISYS [Siepel01] and BioMOBY [Wilkinson02] use taxonomies for classifying services. Business service classifications include UNSPSC [http://www.unspsc.org/] and RosettaNet [http://www.rosettanet.org/]. The Globus Grid Information Service (formally the Metadata-Directory Service 2) [Czajkowski01] defines properties that can be used to classify Grid resources. 

myGrid presumes that third party service registries catalogue available bio-services. Views over those registries are directories that carry additional (personalised) metadata descriptions of the services, asserted using RDF statements. Providers publish their services, and consumers find and match services, by a range of mechanisms such as name, words, signature, type, and, in particular, ontological description. A suite of ontologies, expressed in DAML+OIL, provides a vocabulary for expressing service descriptions. Automated classification-based reasoning over these concept-based service descriptions, as described in section 23.5, organises services into classifications, performs exact and inexact service matching, negotiates service substitutions and relates service inputs and outputs based on their semantics. Reasoning over the service descriptions ensures the coherence of the classifications and the descriptions when they are created [Wroe03]. Services may be described using (multiple) ontologies, and descriptions by third parties for users who wish to personalise their choice of services, including those they do not own themselves. 

The myGrid bioinformatics service ontology is based on the DAML-S service profile and model [DAML-S]. Service descriptions fall into two categories: the domain coverage of classes of services and operational metadata, covering data quality, quality of service, cost, etc, for invocable instances of services. Matches are made first on the domain and then the operational properties. Replica services (which are prevalent in biology) have the same domain description but different operational service profiles. Service classes and their instances are discovered, matched and selected before the workflow is executed; instances are also selected dynamically during execution. See [Wroe03] for details.

Figure 23.7 shows an early prototype of the service discovery user interface. Services descriptions are formed that characterise the service being sought, guided by the user interface. The service properties displayed on the form, and the vocabulary choices for the values of those properties, are controlled by the ontology. The form is contextual, as choices of values change depending on prior choices. The user forms a query description of the service “on the fly” which is classified by the FaCT reasoner [Horrocks98] to give a range of candidate services whose descriptions are logically subsumed by (more specific) or subsume (more general) the query description. Thus, a service can be proposed as a potential, and possibly partial, match, substitutable for the one required because it is semantically similar [Wroe03, Trastour02, Paolucci02]. This is in contrast to systems such as Condor’s ClassAds, where the services are matched using structure [Raman99]. It is also a step from matching services based on their syntax or data types as held in their WSDL documents. 

The ontologies provide the shared understanding needed to discover and share biology services amongst the community of service providers and consumers. Reasoning enables the organisation and querying of those services. 

23.7.2 Knowledge Annotation, Advice and Guidance

In the Geodise UK e-Science pilot project [http://www.geodise.org] the ambition is to use Grid technologies, design optimisation techniques [Pound02], knowledge management technologies, web services and ontology techniques to build a state of the art knowledge-intensive design tool consistent with the emerging OGSA infrastructure. Geodise is using knowledge engineering methods [Schreiber00] to model and encapsulate design knowledge so that new designs of, for example, aero-engine components, can be developed more rapidly, and at a lower cost.

Geodise aims to exploit knowledge in a diversity of areas such as developing an intelligent design system and design advisor. However, one of the first serious uses of knowledge has been the semantic enrichment of engineering design workflows through annotation. A key question that Geodise should be able to answer is: what previous designs have been explored and how can one re-use them? A typical engineering design usually contains information about the problem definition (the geometry), the tools used for meshing or breaking the geometric design into units over which an analysis such as air flow will be run. Optimisation methods are then used to attempt to alter the design to produce a range of behaviours. Experiments are performed on a range of parameter variations of the design resulting in a range of possible design solutions. All of the information associated with this process in log files — the step-by-step activity of how the package was used — is recorded. In order to re-use the knowledge contained in these log files most effectively, the Geodise project semantically enriches these files using terms from the domain ontology.

Figure 23.8 shows a screenshot in which a design log file from the OPTIONS design package is being annotated using the OntoMat annotation tool [Handschuh02] and the ontologies developed for the Geodise domain. The middle pane contains the specific design workflow for annotation. The left panel contains an ontology, represented in DAML+OIL, for the problem domain. Annotation is a process of marking up fragments of the workflow against this ontology resulting in an enriched content in RDF format. The aim is to make this process as automated as possible with the ontology acting as a reference model to enrich workflows as they are built [Chen02].

The resulting semantically enriched log files are built into a knowledge repository, which can then be queried, indexed and reused. This can either guide inexperienced users to carry out design or improve the current design process using methods such as case-based reasoning to find appropriate or suggestive solutions to the current problem based on previous experiences. 

23.7.3 Workflow Composition

Workflows coordinate and compose services, linking them together using a systematic plan. Knowledge can be used to constrain and guide the composition, and to validate the configuration. In a workflow, we need to ensure that the type of the data generated as output from one service matches the expected input type of the next service in the flow. 

The myGrid service ontology is used for semantic annotation of the inputs and outputs of services. The semantic type of the data must match: for example, a collection of enzymes is permissible as input to BLASTp as enzymes are a kind of protein and BLASTp takes sets of proteins as an input. To guide the user in choosing appropriate operations on their data and constraining which operation should sensibly follow which, it is important to have access to the semantic type of data concerned. Figure 23.7 shows the choices of inputs to a service are restricted to those semantically compatible with the previous outputs of a service. Semantic compatibility is not the same as syntactic – two services may be semantically the same but have different signatures and expect data in different formats, which means extra transformations to make the services compatible. Conversely, two services may have the same syntactic signature and operation names but be semantically different. A task ontology models the workflow process and is used for semantic annotation of workflow specifications and instances (which myGrid currently represents in a web services workflow language). 

Geodise is also implementing a knowledge-based ontology-assisted workflow construction assistant (KOWCA). Generic knowledge about design search and optimisation is converted into a rule-based knowledge base. The underlying knowledge base system checks the consistency of the workflow and/or gives advice on what should be done next during the process of workflow construction. 

Rather than using knowledge to guide a user in forming workflows, work in the SCEC [http://www.scec.org/cme/] and GriPhyN [http://www.griphyn.org] projects uses artificial intelligence planning techniques that use metadata to generate workflows. The prototype configures a workflow, integrates abstract and concrete workflow generation, and seeks to improve overall solution cost. The declarative nature of the planning domain makes it easier to represent criteria based on bandwidth and resource characteristics, some of which are represented in the current version. Workflow generation models the application components along with file transfer and data registration as operators.  Some of the effects and preconditions of the operators capture the data produced by components and their input data dependencies. As a result the planner creates an abstract workflow that specifies which application components satisfy the user’s request. In addition, each operator’s parameters include descriptions of the resource requirements of the component, so an output plan corresponds to an executable (concrete) workflow. The state information used by the planner includes a description of the available resources and the files that are available. The input goal description can include (1) a metadata specification of the information the user requires and the desired location for the output file, (2) specific components to be run or (3) intermediate data products. The input specification also includes many search heuristics that can express preferences in resource choices and cost tradeoffs.  

One of the applications of this approach is the Laser Interferometer Gravitational Wave Observatory (LIGO) aimed at detecting gravitational waves predicted by Einstein's theory of relativity. A prototype workflow generator using the planner allows the user to express goals in terms of metadata, or information about the data required, rather than the logical file names. For example, the planner’s top-level goal might be a pulsar search in certain areas of the sky for a time period. The planner uses an explicit, declarative representation for workflow constraints such as program data dependencies and host constraints, and user access constraints. This makes it easier to add and modify these constraints, and to construct applications out of reusable information about the Grid and the hosts available, as we describe in the next section. Finally, the planner creates a number of alternative plans and either returns the best according to some quality criterion, or returns a set of alternatives for the user to consider. The estimated expected runtime is used as an initial quality criterion for a workflow [Blythe03, Deelman03].

23.7.4 Data Integration 

Workflows are one form of service integration. Another is data and metadata integration. By describing metadata in a common model, viz., RDF, the graphs that arise from RDF expressions can be the “glue” that associates all the components of an experiment (literature, notes, code, databases, intermediate results, sketches, images, workflows, the person doing the experiment, the lab they are in, the final paper). Asserting results explicitly in the form of RDF expressions makes it possible to reason over them. 

For semantic integration, ontologies play two roles: (a) since a data model is a simple ontology, all databases under the same DBMS type use the same ontology to refer to in their data content, or provide a mapping to a standard ontology, and (b) many intelligent information integration systems use ontologies to represent a canonical model with mappings to the source databases. The user poses requests against the target ontology that are then automatically and transparently translated into requests against the source ontologies, i.e., the schemata of the source data repositories [Goble01]. 

The Biomedical Informatics Research Network (BIRN) project [http://www.nbirn.net/] uses a combination of techniques from database mediators and knowledge representation for complex scenarios, to create model-based mediation (MBM) [Ludaescher01]. The mission of MBM is to turn domain scientists’ (in this case neuroscientists’) questions into database queries that can be evaluated against multiple sources. For example, a neuroscientist may ask “what is the cerebellar distribution of rat proteins with more than 70% homology with human NCS-1? Is there any structure specificity? How about other rodents?”. These could, in principle, be answered using sources that export protein localization data (ProtLoc), information on calcium binding proteins (CaProt), morphometry data (Synapse) etc. The primary difficulty is that there are semantic gaps between the source data, which need to be filled with “glue knowledge” from the domain experts, in order to relate item X from one source with item Y from another source. Ontologies provide a “semantic coordinate system” that acts as a reference mechanism to link source data objects to concepts in the mediator. In MBM, ontologies are used as “domain maps” to provide the terminological glue. A domain map of anatomical structures ANATOM has been used to integrate data from different species, scales, and resolutions. Thus, the integration mechanism relies on conformance by data instances to a shared set of concepts. The domain map is a means of semantic browsing and navigation of the multi-database contents.

If databases export the semantic types of database schema entities, that exported data can be understood in the mediator using rich object-oriented models and Datalog-like languages (e.g. F-Logic), and description logics such as DAML+OIL can be used for relating local object models to shared domain maps registered with the mediator. For example, some neuroscience domain knowledge is shown in different forms in Figure 23.9: The domain map graph on the left corresponds to an ontology representing some expert knowledge (upper right). The formal semantics of this graph is given by a description logic fragment (see [Ludaescher01]). Moreover, new concepts can be “situated” relative to existing ones using description logic axioms (visualized: bottom-right).

23.7.5 Collaborative Science

The Access Grid, as described in chapter ??, is a collection of resources that support human collaboration across the Grid, including large-scale distributed meetings and training. The resources include multimedia display and interaction, notably through room-based videoconferencing (group-to-group), and interfaces to grid middleware and visualisation environments. Access Grid nodes are dedicated facilities that explicitly contain the high quality audio and video technology necessary to provide an effective user experience. 

During a meeting, there is live exchange of information: people are communicating as part of the process of the meeting (e.g. issues and actions – knowledge transfer) and there is operational information supporting the conferencing infrastructure. Events in one space can be communicated to other spaces to facilitate the meeting, and they can be stored for later use. At the simplest level, this might be slide transitions or remote camera control. These provide metadata, which is generated automatically by software and devices. New forms of information may need to be exchanged to handle the large scale of meetings, such as speaker queues, distributed polling and voting. Another source of live information is the notes taken by members of the meeting, one of whom may be transcribing the meeting, or the annotations that they make on existing documents. Again, these can be shared and stored to enrich the meeting. A feature of current collaboration technologies is that sub-discussions can be created easily and without intruding – these also provide knowledge-rich content. 

The CoAKTinG project (‘Collaborative Advanced Knowledge Technologies on the Grid’) is providing tools to assist scientific collaboration by integrating intelligent meeting spaces, ontologically annotated media streams from online meetings, decision rationale and group memory capture, meeting facilitation, issue handling, planning and coordination support, constraint satisfaction, and instant messaging/presence. A scenario in which knowledge technologies are being applied to enhance collaboration is described in [Shum01]. CoAKTinG requires ontologies for the application domain, for the organisational context, for the meeting infrastructure and for devices that are capturing metadata. In contrast with some other projects, it requires real-time processing and timely distribution of metadata.  For example, when someone enters the meeting, other participants can be advised immediately on how their communities of practice intersect.

The combination of Semantic Web technologies with live information flows is highly relevant to Grid computing. Metadata streams may be generated by people, by equipment or by services – e.g. annotation, device settings, data processed in real-time. Instead of a meeting room the space may be a laboratory, perhaps a ‘smart lab’, with a rich array of devices and multimedia technologies, as explored in the Comb-e-Chem pilot project [http://www.combechem.org].  The need to discover and compose available services when you carry a device into a smart space is closely related to the formation of virtual organisations using Grid services – an important relationship between the worlds of Grid and ubiquitous computing.

23.8 Conclusions

The emphasis in Grid computing has moved from accelerating scientific computation to accelerating the scientific process, and knowledge is the key to facilitate this.  In this chapter we have made the case for knowledge on the Grid but also knowledge in the Grid for the Grid middleware infrastructure.  For a computational entity to interact fully with any other, making informed intelligent and possibly autonomous decisions, it needs to have access to, and be capable of making the most of, knowledge about those entities. Rich declarative models of knowledge are relevant to making decisions in the Grid environment, and must be uniformly available to the system at any point. Intelligent reasoners access these knowledge sources to make informed decisions about requirements, resources, and processing, and re-make them in the light of changes in the highly dynamic Grid environment where execution failures and new resources are commonplace.

Knowledge-Oriented Grids provide an exciting vision of what will be possible – for example, the prospect of the new scientific outcomes that they will facilitate.  They are also needed in order to realise some of the promise of current Grid endeavours and carry these forward into future projects. 

We have explained some of the machinery of Knowledge-Oriented Grids, and shown that many of the essential ideas and technologies are shared with the Semantic Web.  It is already possible for grid developers to exploit RDF standards and tools, and the experience of DAML+OIL and OWL in the Semantic Web community enables Grid developers to anticipate the next set of technologies.  Ontologies and their associated tools will facilitate semantic interoperability on the Grid.  As grid middleware provided a way of dealing with the heterogeneity of computational resources, similarly a Knowledge-Oriented Grid provides a means of dealing with the heterogeneity of services, information and knowledge.

There are many challenges and many aspects of Knowledge-Oriented Grids are active research areas.  In some cases the grid community is well placed to address the challenges: it is motivated by very real needs for semantic interoperability, as increasingly we wish to assemble new grid projects based on components and information from others, and the community has mechanisms in place for establishing and sharing standards – these will be required to establish and share ontologies, for example.  In the short term we need to establish best practice and gain practical experience relating to performance, scalability (both human and technical) and other aspects such as change management. 

Knowledge-Oriented Grids are increasingly being recognised as an important stage in the evolution of grid computing, with their promise of semantic interoperability, intelligent automation and guidance and smart reuse. By exploiting knowledge-rich models of information we hope that Grid middleware will become more flexible and more robust. The techniques we have described in this chapter are a step towards our vision of a future grid with a high degree of easy-to-use and seamless automation and in which there are flexible collaborations and computations on a global scale. 
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Further Reading

The Semantic Web portal is at http://www.semanticweb.org, the Semantic Grid portal is at http://www.semanticgrid.org. 

An excellent overview of ontology languages, tools and applications can be found in the Handbook on Ontologies in Information Systems, Stefan Staab, Rudi Studer (eds.) published by Springer Series: International Handbooks on Information Systems 2003.

Early books on the Semantic Web include: Spinning the Semantic Web: Bringing the World Wide Web to Its Full Potential  Dieter Fensel, James Hendler, Henry Lieberman, Wolfgang Wahlster (eds);  and Towards the Semantic Web: Ontology-driven Knowledge Management  by John Davies, Fensel and van Harmelen.

IEEE Intelligent Systems acts as the community’s magazine, with many relevant articles also in IEEE Internet Computing. A major journal is Web Semantics: Science, Services and Agents on the World Wide Web published by Elsevier.
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�We should have a Globus resource broker example to ground this in Globus. This is not concrete enough for a conventional Grid audience.





