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Figure 1: Two orbiting black holes, at center, are about to collide in this visualization of one the largest simulations to date of this process. The emitted gravitational waves, hoped to be detected this decade, are shown as swirls of color. This simulation required well over 100GB of memory, generated a TByte of output data, and required more than a day on thousand processor machines at NERSC/NCSA. Grid technologies were used to remotely monitor and visualize this production simulation, while it was running, by a collaboration of astrophysicists in different countries.
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Figure 2: A web-based Grid portal, built using the GridSphere framework under development by the GridLab project. The portal provides convenient information about and access to resources, running jobs, and archived files.
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Figure 3: We show various ways of starting, monitoring, and steering computations in active use today. Users can submit jobs from a portal, and when they start they register themselves with it, providing links to the job for all participating collaborators. Jobs can be monitored, steered, or their output data visualized, either live or from data archives. Important events in the life of a job trigger notification to various types of devices.

