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An important class of Grid applications has begun to emerge aimed at supporting wide area, real-time, computer-mediated communications. The Access Grid is an example of such an application.  
The Access Grid project grew out of research in Argonne’s Futures Laboratory [17]. As early as 1994, we began developing collaboration environments based on two assumptions: (1) over time, the amount of bandwidth and computing available to research groups would become virtually limitless; and (2) most scientific collaborations involve groups of people at each collaborating institution, not just single individuals.
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While a number of researchers were exploring the feasibility of connecting users via desktop services, the Access Grid project took two important steps away from this tradition. The first step was to focus on environments for small groups of users rather than individual users. Large-scale scientific collaborations often involve dozens of institutions and hundreds of researchers. Within these large projects, however, one can often identify core groups of researchers and institutions. The Access Grid targets such core groups of three to twenty users per site at about eight sites. The second step was to build into the Access Grid framework the idea of persistent virtual venues—network-based virtual meeting points that are suitable for supporting multiday meetings or long hours of joint work. 

The result was the Access Grid—an ensemble of network, computing, and interaction resources that support group-to-group human interaction across the Grid [21].
X.1  The Current Situation

In designing the first Access Grid, we focused on basic enabling infrastructure, using open source software wherever possible, avoiding commitment to a particular vendor, and encouraging participants to contribute to research and development of AG technology. We borrowed ideas from the LabSpace, MOOs, Jupiter, ManyWorlds, and CAVERNsoft projects [4, 12, 13, 16, 17, 30]. We also used a strong spatial metaphor for resource organization similar in spirit to that of some text-based virtual reality environments [15, 35, 39]. 
The current Access Grid comprises large-format multimedia displays, presentation and interactive software environments, and interfaces to Grid middleware and remote visualization environments. Once an exploratory development platform, it now has hundreds of users and is being used on a daily basis around the world for production group-oriented collaboration (Fig. X.1) [5]. These users access the AG through Access Grid Nodes connected via the Internet, typically using multicast video and audio streams. Users can also participate in AG sessions from multimedia PCs; and we are exploring the use of commodity technologies such as game consoles, which provide more advanced graphics than do most PCs and are beginning to support virtual environments.
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X.2  The Vision of the Access Grid 






Ideally, we want the Access Grid to be a space where users can “hang out” comfortably with colleagues at other places and then use the same space to attend and participate in structured meetings such as site visits, remote conferences, and lectures. The space should support the same capabilities that we have now in face-to-face meetings—the ability to share ideas, thoughts, experiments, applications, and conversation. In addition, the space should be “smart” enough to allow participants to export items from PCs to other individuals or groups. 
We see the Access Grid as a first step toward room-based computing [23] that will challenge desktop metaphors in the decades ahead. This paradigm shift raises numerous research challenges. Our strategy (similar in spirit to the Linux open source model) [1] is to support production use of the Access Grid while we experiment with new ideas. Some of these research efforts are supported by industry. For example, the Access Grid has recently become the subject of human factors studies at Motorola and elsewhere [33] aimed at understanding how to make group-to-group collaboration more effective. Other work is funded by federal programs. For example, the DOE-funded Group-to-Group Middleware project (part of the SciDAC program) is aimed at improving the software framework on which the Access Grid depends. 

In the remainder of this chapter, we discuss five main areas of Access Grid research: virtual venues, security, workspace docking, node management, and asynchronous collaboration. 

X.2..1  














Virtual Venues Service
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The current implementation of the Access Grid uses a spatial metaphor (a set of “rooms” mapped to multicast addresses) to control the interaction and to provide simple persistence. We envision the AG2 peer-to-peer venue services operating much the same way that the Web is peer-to-peer: Anyone can host a server (a virtual space), and anyone on the network can visit [7, 34]. The goal is to create a venues service that scales to thousands of nodes, with no centralized services, one where anyone can trivially create new spaces and link them into the peer-to-peer infrastructure. We have created a set of interface specifications and an open source reference implementation. A global topology will link all the spaces (modulo security permissions and restrictions). 
The AG2 model will comprise four types of service. Security services will provide for a single global authentication for use within specific domains, key management and certificate authority, and stream encryption. Persistence services will allow users to create persistent project spaces where critical objects (data, media streams, applications, post-it notes, etc.) can be stored, viewed, and manipulated. The spatial metaphor will be expanded with a more complex set of interconnections and with a more sophisticated navigation and discovery mechanism based on new registration and discovery services built into the venues services. Afacsimile service facsimile service will support  the execution of existing applications in a shared mode. We also plan to create a new programming interface for writing AG collaboration-aware applications.

· 
· 
· 
· 

X.2.2  Security
Based on an analysis of the security required by the Access Grid community, we have defined multiple levels of security, ranging from no restrictions at all (akin to free browsing of Web pages) to tight security. We now are evaluating the vulnerability of each mechanism implemented as part of the Access Grid architecture [36]. The security model is being developed in collaboration with emerging Grid security projects [11, 22, 38], particularly the Globus Toolkit™ [20], and will be fully integrated with the Grid services model in the future. We also are addressing noncryptographic issues, including end-system security, physical security, and human-in-the-loop social engineering attacks. 

X.2.3  Workspace Docking
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Access Grid users often desire to “share” some portion of their personal workspace (current desktop applications and data) with other AG users, nodes, or sites, both local and remote. We call this “workspace docking.” We are investigating several options for the AG2. One of the most compelling involves dragging the windows from one’s laptop onto the shared space in the room space; mouse and keyboard control of the application remain with the user who shared the application, and can be passed around as desired. Another option involves a global shared document space and clipboard, in which one drags data regions or entire documents and applications to the shared space. 
Most desktop application-sharing systems replicate the display primitives of the server’s application on the client display. This approach can provide low to moderate performance, with applications served directly from the desktop into the Access Grid via a multicast-enabled AG client application. The downside is that the data is not made available to the remote users for later use, nor does the approach permit asynchronous investigations. Furthermore, since the client application typically is provided pixels only, there may be color depth and color mapping compatibility problems. We believe this approach will be most useful for the occasional sharing of an application to a limited number of sites.  A variation of this approach can be implemented by using a modified WireGL [29] for OpenGL applications. All X-windows–based applications and some client-server–based Windows applications admit a better solution for workspace docking. With the same general model as above, the application can be served from the user’s desktop system; the communication to the display client is not necessarily limited to display primitives. The docking step entails migrating or launching one or more application clients (linked with multicast as needed) onto the AG displays and attaching them to the user’s server.
X.2.4  Node Management

We are developing an AG2 software services layer that will improve node operations through simplified user interfaces, automated node configuration, and node management functions. The node management architecture will leverage software developed at LBNL and elsewhere [8, 9]. In addition, we will conduct a human factors analysis of Access Grid use to identify key areas of future research to improve the user experience. 



The current software components and services available for AG events include vic [31], rat [26], distributed PowerPoint [24], MOO [13], multicast beacon [6], virtual venues services, remote visualization application control, scheduling, and the Voyager multimedia recording system [18]. Many of these services are not fully exploited, however, because they are hard to use or poorly integrated. 
To address this situation, we have created a configuration specification for all AG 2.0 Node services and interfaces. The configuration database based on this specification is hosted on the Access Grid Node control computer and includes static information (e.g., graphics and network capabilities, audio and video capture hardware, software revisions) and dynamic information (e.g., current node operator, venue, and docked users). The database will also provide resource labeling, so that resources can be quickly found by function.


One AG2 core service being implemented is the node control  service: an extensible interface for starting, stopping, and configuring components and services to the Access Grid. The interface specification will include a mechanism for registering new components and services with the node configuration database [14, 25, 32, 37]. The interface will be network accessible through multiple mechanisms: custom software clients, Web pages, and perhaps hardware solutions like the Crestron Control System [3].  
To test our system, we are prototyping the integration of a new AG device—a custom-built 3D scanner, comprising commodity digital cameras and software that processes the images. The 3D scanner has reasonably simple control and data acquisition interfaces. We will integrate this scanner into a local node and develop example client applications that can be used to operate the scanner and interact with the scanner data.

X.2.5  Asynchronous Collaboration

As the size and scope of wide area collaborations grow, participants will need to interact asynchronously. This requirement has traditionally been addressed by mechanisms such as written minutes, videotapes, and audiotapes. These mechanisms are one dimensional, however, and do not capture the nuances of personal interplay that happen during meetings. In addition, AG-based collaborative sessions contain too many data streams to capture via a traditional single-stream recording. The Voyager multistream recording system developed at Argonne provides the core of a solution. Currently Voyager 1.0 can record and play back the many RTP-encoded audio and video streams that form the foundation of AG collaborations. On the other hand, 
slide shows, spreadsheets of experimental data, and distributed visualizations of terascale datasets do not map directly to the streaming data types supported by Voyager. While one can archive streaming video from screen captures or camera views of the visualizations, such mechanisms capture neither the full resolution of the images nor relevant semantic data.
To address this issue, we are extending Voyager to include streams of control information used for distributed slide shows or Web browsing, high-resolution lossless encodings of experimental data or simulation output, and streams of navigation information from distributed exploration of data sets. We will also expand Voyager to include management of nonstreaming data such as meeting documents, along with their associated streaming control data for applications acting on these documents. To archive such data, we will leverage existing mechanisms such as simple Web servers for archiving slide show documents and Web pages, hierarchical storage systems associated with large-scale supercomputer systems [28], and specialized data-management systems [2, 10, 19]. 



Integration of Voyager and the Access Grid requires high-level coordination of system resources. Where possible, Voyager will use management services provided by the virtual venues software. We also will develop Voyager plug-in modules to install on the venues server that will enable Voyager to leverage Access Grid security mechanisms, providing secure authentication, authorization, and encryption services programming interface with which a user can add support for archiving custom streaming data types and can link archived control data with large-scale datasets on remote storage servers.

X.3  Conclusions


Immersive virtual reality (VR) technology has been in use since the late 1980s. In the mid-1990s it was used to investigate multi-user wide area collaboration scenarios.  Such pioneering efforts revealed several limitations for work environments. Of most concern was the fact that users tire of spending extended time in the dark spaces needed for projection VR or of being immersed in a completely synthetic world without access to high-resolution text displays or high-quality interactions devices.  During this same time desktop multimedia technology capabilities grew considerably, to the point that all modern desktop systems can easily handle video and audio and desktop PCs have exceeded dedicated graphics systems in rendering performance and pixel bandwidth. 
The Access Grid project builds on these experiences and technology. Unlike earlier efforts, however, the Access Grid is explicitly targeted at group-to-group collaborations in high-end workspaces. It provides persistent virtual project rooms that enable groups to maintain project-related materials and applications in a form that is continuously available to team members. AG users have also been designing studio-like spaces for Access Grid deployment that give participants control over lighting, sound quality, and video; the more professional the video and audio, the more effective the user experience. 
The Access Grid also is being used to explore collaborative modalities that enable groups to share visualization experiences critical in the analysis of complex phenomena.

Our vision of the Access Grid reflects the belief that, within the near future, bandwidth, computing, and imaging power will become effectively free and that high-quality audio and video capture will be increasingly inexpensive. 
The challenge will be how to organize these capabilities to support high-end scientific work—to create environments that people want to spend time in and that encourage experimentation and growth.
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Figures that would be helpful to illustrate this chapter.

Access Grid in Use Image

High-end image from one of our posters.

 AG v2.0 Architecture

Overall architecture sketch for AG2

Scientific Workspace of the Future Illustration

Lambke sketch of the future.

Figure � SEQ Figure \* ARABIC �1�.  A snapshot of Access Grid deployment status in January of 2001, with, over 40 institutions currently havehaving Access Grid nodes. Today, the number is doubled, installed making it the AG the largest group-oriented collaboration testbed in existence.





Figure � SEQ Figure \* ARABIC �2�. Schematic of Access Grid Node





Figure � SEQ Figure \* ARABIC �34�. Behind the scenes at a standard Access Grid node, showing the projectors and node equipment.
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Figure � SEQ Figure \* ARABIC �45�. An overall view of the Access Grid Virtual Venues architecture. We see two nodes connected to a Venues server along with the control and data flows.
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Figure � SEQ Figure \* ARABIC �56�. The wWorkspace dDocking architecture. We see several user devices docked to Access Grid nodes.





Figure � SEQ Figure \* ARABIC �67�. Overview of the node control service architecture.  The node control service is an umbrella which organizes the interface between users and the state or configurable features of the node and its constituents.
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Figure � SEQ Figure \* ARABIC �79�. The four manager principalle components of the Voyager Server and the control interconnection. Media streams pass through the transport manager and onto storage. A Voyager Client enlists the services of the server interface of the Session Component.  High level control emanates from the Session Component and orchestrates the actions of the other component.





Figure � SEQ Figure \* ARABIC �1�.  A snapshot of Access Grid deployment status in January of 2001, with, over 40 institutions currently havehaving Access Grid nodes. Today, the number is doubled, installed making it the AG the largest group-oriented collaboration testbed in existence.
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