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You will need to reformat this. The figures are in some cases lost in the background. 

Many press articles have focused on the increased utilization of resources that Grid technology offers. Indeed, Grids are known to increase average utilization from 20% to 80% (and more). But Grids offer 
many other key advantage [1]:

· Access: Grids provide seamless, transparent, remote, secure, wireless access to computing, data, experiments, instruments, sensors, and so forth.

· Virtualization: Grids provide access to compute and data services, not the servers themselves; hence, users need not  be concerned about the infrastructure.

· On-demand service: Grids enable users to access the resources when they are needed, at the quality required.

· Sharing: Teams can collaborate over the Internet to work jointly on a complex task.

· Failover: Applications automatically migrate and restart on another machine, in the event of failure.

· Heterogeneity: In large and complex Grids, resources are heterogeneous (platforms, operating systems, devices, software, etc.). Users can chose the best system for their specific applications.
In this chapter, we describe some of the early Grid projects we at Sun Microsystems have been involved in since 1998 [2]. Today, more than 7,000 cluster Grids are in production running the Distributed Resource Management (DRM) software Sun Grid Engine [3] or its open source version Grid Engine [4]. A few hundred of those early adopters already implemented the next level—campus, or enterprise, Grids—connecting resources distributed over the university campus or the global enterprise, using the Sun Grid Engine Enterprise Edition [3]. And a few dozen of them are currently transitioning to global Grids, connecting resources distributed beyond university or enterprise firewalls, and using global Grid technology such as the Globus Toolkit® [5] and Avaki [6], integrated with Sun Grid Engine. This strategy of evolutionary transition from cluster to enterprise to global Grids is depicted in Figure X.1.
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Figure X.1: Evolution of Grid computing: from cluster to enterprise to global Grids


X.1  Core Components for Building a Grid
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In order to provide the cited functionalities and benefits of a Grid, a set of core middleware components is necessary. In our Grid projects, we are using (among others) the following components:

· Access Portal: Grid Engine Portal, a few thousand lines of Java code for the Graphical User Interface, available in open source [4], with the functionality to plug into any portal server (e.g., the Sun ONE or the Apache Portal Server) for additional security, authentication, authorization, and more.

· Globus Toolkit:  Globus Security Infrastructure (GSI), the Globus Resource Allocation Manager (GRAM), the Monitoring and Discovery Services (MDS), and GridFTP for enabling efficient file transfer.

· Distributed Resource Managers:  Sun Grid Engine or Sun Grid Engine Enterprise Edition. 
We discuss each of these in more detail below.
X.1.2 The Globus Toolkit 2.0 

In our early Grid installations at Sun, we used the Globus Toolkit 2.0 and 2.2 (GT2.0, GT2.2). The Globus Toolkit is an open architecture, open source software toolkit developed by the Globus Project™. A full description of the Globus Toolkit can be found at the Globus Project Web site [5]. The next generation of the Globus Toolkit, GT3.0, is available in the alpha version at the time of this writing. GT3.0 reimplements much of the functionality of GT2.x but is based on the Open Grid Services Architecture, OGSA [10]. 
X.1.2 Portal Software and Authentication 

The portal solution may be divided into two parts. The first part is the Web server, or container, which serves the pages. Examples include Sun ONE Portal Server, Tomcat/Apache, and uPortal. The second part is the collection of Java servlets, Web services components, JavaBeans, and so forth that constitute the interface between the user and the Globus Toolkit and runs within the server. The Grid Portal Development Kit is an example of a portal implementation that is interfaced with the Globus Toolkit.

X.1.3 Distributed Resource Managers 

The core of any cluster or enterprise Grid is the distributed resource manager (DRM); in a global Grid, also, it is often beneficial to take advantage of the features provided by the local DRMs. Such features include the ability to   

· create user sets whose access rights to the cluster Grid may be controlled (this will strongly complement the limited authorization available through the Globus Toolkit),

· provide resource guarantees to Grid users,
· 
· 
· reserve portions of the local resource for local users, and 

· perform advanced reservation of compute resources.

Examples of DRMs are Sun Grid Engine [3], Platform Computing’s Load Sharing Facility [8], and Altair’s PBS Pro [9]. In addition, 
Sun Grid Engine Enterprise Edition provides a policy management module for equitable, enforceable sharing of resources among groups and projects; aligns resources with corporate business goals (via policies); and supports resource planning and accounting.

One of the key advantages to using DRM software is that it can simplify the implementation of the Globus Toolkit layer above it. Specifically, where the underlying compute resources are heterogeneous in terms of operating platform, processor architecture, or memory, the DRM provides a “virtualization” of these resources. Two main approaches are used to integrate the local DRM with the Globus Toolkit:
· Integration of the DRM with GRAM. Jobs submitted to the Globus Toolkit, using the Resource Specification Language (RSL), can be passed on to the DRMs. The key here is to provide a means of translation between RSL and the language understood by the DRM. This is implemented in the Globus Toolkit using GRAM job manager scripts. 

· Integration with MDS. The use of a GRAM reporter allows information about a DRM to be gathered and published in the MDS. The reporter runs at each campus site periodically via cron and queries the local DRM. Hence, up-to-date queue information can be gathered across many cluster Grids.













X.2.  Examples of Research and Industry Grid Implementations
Building a global Grid infrastructure typically proceeds in one of two ways: (1) starting with a testbed having a few systems (usually in one department such as computer science or information technology) and expanding the environment as confidence in the Grid technology grows, or (2) designing the complete Grid architecture from scratch. 
In the remainder of this chapter, we discuss three Grid projects that have used one of these two approaches to build a Grid computing environment:

· The GlobeXplorer Grid 
· University of Houston Campus Grid
· 
· White Rose Grid
· 
X.2.1  The GlobeXplorer Grid: From Departmental to Global Grid Computing

Moore’s law of exponential computing, price/performance, and overall capacity continues to prove valid as the horizon of feasible commercial offerings expands. Once unimaginable products are now commodity offerings, as any veteran of the computer graphics industry can attest to with the new generation of movies and game consoles, or any veteran of the reconnaissance community can attest to after visiting a GlobeXplorer-powered Web site.
Several of these commercial offerings are based on centralized cluster computing data centers, a well-accepted approach to address scalability, modularity, and quality of service. Internet sites that have adopted this approach include Mapquest, Yahoo!, and Hotmail.
Because most Internet traffic to these sites originates in North America, site traffic generally exhibit a regular diurnal pattern. A biweekly graph of one of GlobeXplorer’s application activity is shown in Figure X.2.


These sites also experience spikes in traffic attributed to fluctuations in user behavior from news events, promotional offers, and other transient activity. The sites must plan capacity to handle these spikes, which may last for an hour or two—even though most of this capacity may remain unused at night. Single-site Grid computing typically comes as a “eureka!” event to such Web-based companies when they realize that at night they own a virtual supercomputer doing nothing and various hypothetical projects thought impractical are now merely background jobs. 
Such was the case with GlobeXplorer [11] when it was faced with ingesting a national archive of several hundred thousand frames of raw aerial photography, each requiring nearly thirty minutes of dedicated CPU time
 to make it usable on the Internet. Because of the loose-grained parallelism of the core jobs, Sun Grid Engine (SGE) provided an ideal mechanism to address this problem. Almost overnight, with SGE, the ingest process was transformed from being CPU bound to I/O bound: GlobeXplorer couldn’t feed “the beast” fast enough. 
At GlobeXplorer, basic precautions were taken from the beginning to ensure that SGE jobs prototyped in the lab were effectively isolated in production in terms of directory structures, prioritization, and permission. Supporting database schemas and workflow have now stabilized to the point that overall utilization of the production machines has increased from 43% to over 85%. Moreover, GlobeXplorer has saved nearly $750,000 in capital and operating expenditures on this project alone. Processing several terabytes of imagery each week along side production applications is now a routine phenomenon.     


Admittedly, the move to Grid computing does add some complications. 
A side effect of full utilization is that site resources are now mission critical to more than one business process: in-line http traffic and content ingest. Intuitive observations of the compute farm statistics must now account for the fact that requests originate from both the Web and the SGE scheduler and must take into account several workflows overlaid on the same compute, networking, and storage resources. Configuration management issues concerning system library versioning, mount points, and licensing also face these same considerations.


Another issue of concern is the need for multisite coordination of scheduling, to ensure the separation of the front office (the http compute farm) and the back office (workflow controller). For this purpose, the Globus Toolkit proved ideal, complementing the functionality of SGE.
Because of the tremendous success of the initial SGE-based implementation, executive management at GlobeXplorer has embraced the concept of Grid computing and supports the increased use of Grid technologies throughout the enterprise. 
I
f one looks at a map, the data portrayed clearly originates from multiple sources (population data, street networks, satellite and aerial archives, etc). The Globus Toolkit is now perceived as a framework for supply-chain management of such complex content types that will ultimately become a part of GlobeXplorer’s product offerings (see Figure X.3). Experimentation is under way with remote data centers that have specialized image algorithms, larger content archives, and computing capacity constructing such a supply chain.  



Such chains might include coordinate reprojection, format transcodings, false-color lookups for multispectral data, edge enhancements, wavlet compression, buffering zone creation from vector overlays, and cell-based hydrologic simulations. Routines for these operations will exist in binary forms at various locations and will require various resources for execution. Clearly, it will often be far more efficient to migrate an algorithm to a remote archive than vice versa. GlobeXplorer plans to “remotely add value” to previously inaccessible or unusable archived data stores by using OGSA/WSDK v3 to provide product transformation capabilities on the fly to a transient supply chain. The objective is to create derivative product offerings, with guaranteed service-level agreements, to the mission-critical applications of our customers.  


This vision (see Figure X.4) of chained flows of discoverable data and services is shared by other participants in the dominant standards body of geographic information: the OpenGIS consortium (OGC) [12]. Chains themselves will be expressible in emerging standards such as WS-Route, WSFL, and related service-oriented workflow description languages, expressed as trading partner agreements within ebXML registries.



Perhaps the biggest challenges to making this vision a reality are standards-based registration and discovery issues and metadata harmonization across disparate, often overlapping standards at the organizational, local, regional, and national levels, implemented in often overlapping technologies such as LDAP and Z39.50 [13]. These issues are actively being addressed in the context of pressing applications such as homeland security, which requires immediate access to critical, often sensitive data, regulated by federal freedom of information and privacy legislation, network security, and privacy issues (public vs. private data).


X.2.2 University of Houston Campus Grid for Environmental Modeling and Seismic Imaging

Many scientific research projects at the University of Houston (UH) require access to significant computational resources. Researchers in chemistry, geophysics, mechanical engineering, computer science, and mathematics are among those who routinely use parallel and clustered systems across campus. 
One of the most demanding collaborative research efforts involves a team of scientists who are working on the numerical simulation and modeling of atmospheric pollution, with a special focus on subtropical Gulf Coast regions such as Houston-Galveston-Brazoria. Their work includes developing and deploying a parallel version of a community air quality model that will forecast the impact on atmospheric pollution of various strategies for reducing volatile organic compounds and nitric oxide. The photochemical air quality model consists of a set of coupled partial differential equations, one for each chemical species. The input to these equations is the complete local weather data and concentrations of chemical precursor molecules, ideally from real-time monitoring. The project therefore involves the execution of a limited area weather model—indeed, multiple limited area models are executed on increasingly smaller, but more closely meshed, domains—in conjunction with the chemical model. It also relies on global weather data that is automatically retrieved each day. The Grid system is required to start the weather model once this data is locally available and, once the weather code has reached a certain phase, initiate execution of the chemical code. Since these are run at separate Grid sites, the files must be automatically transferred. 
Geophysicists at UH are engaged in research, development, and evaluation of seismic processing and imaging algorithms, which generally involve the handling of very large data sets. Geophysicists use the systems described below to develop methods for high-resolution imaging of seismic data in order to better identify and quantify hydrocarbon reserves, and aggressively disseminate results to the oil and gas industry. Industry partners provide real-world data and the opportunity to verify results by testing in a working oil field. Work includes developing a 3D prestack wave equation depth migration algorithm: 3D prestack imaging is the most compute-intensive application currently run within the supermajor oil and geophysical service companies, consuming the vast majority of CPU cycles. The workload generated by these scientists includes both low-priority, long running jobs and high-priority, short-term imaging algorithms. High-speed access to the storage system is critical for their execution.
UH has both large and small computational clusters connected through optical fiber across the campus. The hardware in the High Performance Computing Center (HPCC) includes a cluster of Sun Fire 6800 and 880 platforms connected via Myrinet. These systems are available to a broad cross-section of faculty and are deployed for both research and teaching. The facility is heavily used, with a high average queue time for submitted jobs. UH therefore exploits the availability of other resources on campus to alleviate this problem by operating a number of different systems, including those at the HPCC, in a campus Grid (see Figure X.5).
The campus Grid is divided into several administrative domains corresponding to the owner of the hardware, each of which may contain multiple clusters with a shared file system. In our environment all basic Grid services, such as security and authentication, resource management, static resource information, and data management, are provided by the Globus Toolkit [1][14], whose features may be directly employed by accredited users to submit jobs to the various clusters. An independent certification authority is managed by the HPCC. The Sun Grid Engine (SGE) [3[, [4] serves as the local resource manager within domains and is thus the software that interfaces with the Globus Toolkit resource manager component.
Because many application scientists find it a daunting task to deal with a Grid infrastructure, UH has developed a portal, called EZ-Grid [15], to make it easy for the scientists to interact with Grid services. Using the Globus Toolkit as middleware, EZ-Grid provides an interface to authenticate users, provide information on the system and its status, and schedule and submit jobs to resources within the individual domains via Grid Engine. The development of EZ-Grid was facilitated by CoG Kits [16], which provide libraries that enable application developers to include the Globus Toolkit middleware in high-level applications in languages such as Java and Perl. The EZ-Grid portal server has been implemented with Java servlets and can be run on any Web server that supports Java servlets. 
Users can access Grid services and resources from a Web browser via the EZ-Grid portal. The Grid’s credential server provides a repository for the user credentials: X509 certificate and key pairs and the proxies. The portal supports the export of encrypted keys from the user to the credential server using secure http sessions. In some scenarios, the credential server can also be used to generate the user credentials, thus ensuring enhanced security. (EZ-Grid could be replaced by a MyProxy server [17], but this would add an upper limit to the mobility of the users because of the limited lifetime of the Globus Toolkit proxies delegated.) 



Specifically, EZ-Grid provides the following major Grid services for its users:

·  Single sign-on: Globus Toolkit proxy (temporary identity credential) creation using Grid Security Infrastructure [18] and X509 certificates. This allows users to seamlessly establish their identity across all campus Grid resources.

·  Resource information: Viewable status information on Grid resources, both static and dynamic attributes such as operating systems, CPU loads, and queue information. Static information is obtained primarily from Globus Toolkit information services such as MDS [3]. Dynamic scheduler information and queue details are retrieved from SGE. Users can thus check the status of their jobs, the load on the resources, and the queue availability. Additional information includes application profiles (metadata about applications), and job execution histories.

·  Job specification and submission: A GUI that enables the user to enter job specifications such as the compute resource, I/O, and queue requirements. Automated translation of these requirements into the Resource Specification Languate RSL [21] and subsequent job submission to the Globus Resource Allocation Manager GRAM [22] are supported by the portal. Scripts have been implemented to enable job hand-off to SGE via Globus Toolkit services. Further, automated translation of some job requirements into SGE parameters is supported.
·  Precise usage control: Policy-based authorization and accounting services [23] to examine and evaluate usage policies of the resource providers. Such a model is critical when sharing resources in a heterogeneous environment such as the campus Grid. 

·  Job management: Storage and retrieval of relevant application profile information, history of job executions and related information. Metadata profiles can be composed to characterize applications.

·  Data handling: Users can transparently authenticate with and browse remote file systems of the Grid resources. Data can be securely transferred between Grid resources by using the GSI-enabled data transport services. 

Figure X.6 shows how EZ-Grid interacts with other middleware tools and resource management systems.





 









X.2.3  White Rose Grid
The White Rose Grid (WRG), based in Yorkshire, U.K., is a virtual organization of three universities: Leeds, York, and Sheffield [28]. The WRG comprises four significant compute resources (cluster Grids) each named after a white rose. Two cluster Grids are sited at Leeds (Maxima and Snowdon), and one each is at York (Pascali) and Sheffield (Titania). 
The White Rose Grid is heterogeneous in terms of underlying hardware and operating platform. Maxima, Pascali, and Titania are built from a combination of large symmetric memory Sun servers and storage and backup, whereas Snowdon comprises a Linux/Intel-based compute cluster interconnected with Myricom Myrinet. 

The four independent cluster Grids are interconnected through open source Grid middleware. 
To ensure a stable platform for local users at each site, Grid Engine Enterprise Edition [3][4], HPC ClusterTool [29], and Sun ONE Studio [30] provide DRM and MPI support and compile and debugging capabilities. Users at each campus use the Grid Engine interface (command line or GUI) to access their local resource; White Rose Grid users also have the option of accessing the facility via a portal, created by using the Grid Portal Development Kit [27] (GPDK) running on Apache Tomcat [31]. Globus Toolkit 2.0 provides the means to securely access each of the cluster Grids through the portal. GPDK has been updated to work with Globus Toolkit 2.0 and also modified to integrate with various e-science applications. In the following subsections, we discuss the role of the Grid Engine Enterprise Edition, Globus Toolkit, and portal interface in more detail.






X.2.3.1 Grid Engine Enterprise Edition 

Grid Engine Enterprise Edition is installed at each of the four nodes. The command line and GUI of Enterprise Edition are the main access points to each node for local users. The Enterprise Edition version of Grid Engine provides policy-driven resource management at the node level. Four policy types may be implemented:   

· Share Tree policy: Enterprise Edition keeps track of how much use users or projects have already received. At each scheduling interval, the scheduler adjusts all jobs’ share of resources to ensure that users, groups, and projects get very close to their allocated share of the system over the accumulation period.   

· Functional policy: Functional scheduling, sometimes called priority scheduling, is a nonfeedback scheme (i.e., no account taken of past usage) for determining a job’s importance by its association with the submitting user, project, or department.   

· Deadline policy: Deadline scheduling ensures that a job is completed by a certain time by starting it soon enough and giving it enough resources to finish on time.  
· Override policy: Override scheduling allows the Enterprise Edition operator to dynamically adjust the relative importance of an individual job or of all the jobs associated with a user, department, or project. 

At White Rose, the Share Tree policy is used to manage the resource share allocation at each node. Users across the three universities are of two types: local users, who have access only to the local facility, and WRG users, who are allowed access to any node in the WRG. Each WRG node administrator has allocated 25% of the node’s compute resource for WRG users. The remaining 75% share can be allocated as required across the local academic groups and departments. The WRG administrators also agree upon the half-life associated with the Sun Grid Enterprise Engine Edition so that past use of the resources is taken into account consistently across the WRG. 

X.2.3.2  Globus Toolkit
As depicted in Figure X.8, each WRG cluster Grid hosts a Globus Toolkit gatekeeper. The default job-manager for each of these gatekeepers is set to Grid Engine using the existing scripts in the GT2.0 distribution. In order that the Globus Toolkit job manager is able to submit jobs to the local DRM, one must ensure that the Globus Toolkit gatekeeper server is registered as a submit host at the local Grid Engine master node. The Globus Toolkit Grid security file referenced by the gatekeeper servers includes the names of all WRG users. New users’ Grid identities must be distributed across the Grid in order for them to be successfully authenticated. Additionally, at each site all WRG users are added to the user set associated with the WRG share of the Enterprise Edition controlled resource. This practice ensures that the total use by WRG users at any cluster Grid does not exceed 25%. 

X.2.3.3  Portal Interface 

The portal technology used at White Rose has been implemented by using the Grid Portal Development Kit. GPDK has been designed as a Web interface to the Globus Toolkit. GPDK uses Java Server Pages and JavaBeans and runs in Apache Tomcat, the open source Web application server developed by Sun Microsystems. 
PDK takes full advantage of the Java implementation of the Java CoG toolkit.
GPDK Java Beans are responsible for the functionality of the portal and can be grouped into the five categories: security, user profiles, job submission, file transfer, and information services. For security, GPDK integrates with MyProxy [32]. MyProxy enables the portal server to interact with the MyProxy server to obtain delegated credentials in order to authenticate on the user's behalf. 

Some development work has been done in order to port the publicly available GPDK to GT2.0. Specifically, GPDK was modified to work with the updated MDS in GT2.0. Information providers also were written to enable Grid Engine Queue information to be passed to MDS. Grid users can query MDS to establish the state of the DRMs at each ClusterGrid. 





As with many current portal projects, the WRG uses the MyProxy Toolkit as the basis for security. Prior to interacting with the WRG, a user must first securely pass a delegated credential to the portal server so that the portal can act upon that user’s behalf subsequently. The MyProxy Toolkit enables this. 
The event sequence up to job submission is as follows: 
1. When the user initially logs on, the MyProxy toolkit is invoked so that the portal server can securely access a proxy credential for that user.   

2. The user can view the available resources and their dynamic properties via the portal. The Globus MDS pillar provides the GIIS, LDAP based hierarchical database, which must be queried by the portal server.   

3. Once the user has determined the preferred resource, the job can be submitted. The job information is passed down to the selected cluster Grid where the local Globus gatekeeper authenticates the user and passes the job information to Grid Engine Enterprise Edition.

X.3  Conclusions

NOTE:  We need a conclusion. One possibility is to move the last paragraph of Section X.2.1 and X.2.2. I have done that, but note that you may wish another solution.
The evolution from cluster to campus (or enterprise) to global Grids is becoming increasingly common. The three projects discussed in this chapter all have adopted Grid technologies. In each case, public-domain software such as the Globus Toolkit and Sun Grid Engine has been used to construct the Grid environment. 
Often, too, simplified access to Grid services is offered through a portal. Research institutions such as the University of Houston campus Grid and the White Rose Grid in the U.K. have found that portals speed user acceptance of Grid technologies. A variety of projects, including HotPage [24], Gateway, and UNICORE [25], provide such a portal interface; and toolkits such as GridPort [26] and GPDK [27] have been developed to simplify the construction of portals that exploit features of the Globus Toolkit. 
Internet companies such as GlobeXplorer that have already adopted a cluster-based approach to large http traffic load are ideal candidates to adopt global Grid technologies because they already have appropriate hardware, networking, and operational support infrastructure. 
For increased resource utilization as well as convenient access to resources—whether by an individual seeking a specific system for an application or by a team of researchers collaborating on a project—research institutions and industry alike will do well to consider adopting Grid computing.
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�This processing involved geometric corrections for terrain distortion, color enhancements, and wavlet compressions.





