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Chapter 3

Grids and the Future of IT: A Posttechnology Perspective

Irving Wladawsky-Berger



Any sufficiently advanced technology is indistinguishable from magic. 









— Arthur C. Clarke 

Technology may be the product of knowledge and hard work. Nevertheless, people want it to work like magic. And when technology users want to accomplish something, the last thing they want to think about is how to do it

That is why the scientific community and increasingly the business world are welcoming Grid computing with the sort of excitement inspired by the Internet not long ago, when its standards and technologies began the march toward near-universal connectivity, broad access to content, and a new model of commerce called e-business. That development was remarkable in many respects, not least because it was a major step in information technology’s historic evolution toward total integration into society. And in that passage of IT to mass adoption, Grid computing could be as consequential as the Internet itself.

Internet standards made possible the World Wide Web, which enabled the near-global access to and sharing of content. Open Grid protocols hold the promise of fostering unprecedented integration of technologies, applications, files, and just about any other IT resource, enabling global sharing of these resources beyond what has been possible with the World Wide Web. Those same protocols will also virtualize those resources, shielding users from their complexity and allowing them to focus on what they wish to do, rather than how the technology can get it done. Likewise, they will permit management tools to range over that vast heterogeneous infrastructure, rendering it tractable and delivering a quality of service consistent with mass adoption. Finally, having standardized the infrastructure, open Grid protocols will permit the delivery of computing services when and where needed—on demand.

In enabling all these capabilities, Grid computing is establishing the conditions necessary for information technology to approach mass adoption, or what can be called without too much irony, a “posttechnology” era.

3.1 The Evolution of a Technology: Phase I 

The evolution of a technology can be divided into two fairly distinct phases. In the first—the developmental stage—the primary concern is the technology itself: how it is built and how it works. Initially, the users of the technology are the experts—technical virtuosi or perhaps gifted amateurs—who are comfortable with the technology, can make it perform, even build it. 

One of the more prominent examples of this evolution is the automobile. The principle behind the internal combustion engine was known as long ago as the seventh century. The intended fuel was to be gunpowder, perhaps the reason that an internal combustion engine never got off the drawing board until the nineteenth century. In 1885 Gottlieb Daimler became the first to develop a workable internal combustion engine that could propel a vehicle, and his design became the basis of most subsequent engines.  

As development continued, the automobile began to emerge from the lab, and early adopters began tooling around on dirt roads and solid tires. The difference between a motorist and a mechanic was not very great. After all, the probability of the car’s breaking down was so high that a fair degree of mechanical skill was needed if one planned on traveling any distance.  

Soon the industry agreed on standards, like using a wheel rather than a tiller to steer, and mounting it for the most part on the left. Further design improvements and standards made it more desirable, and the Model T started a process of commoditization (IS THERE A BETTER NOUN). An infrastructure began to evolve around the automobile. The marketplace grew, and the automobile and modern society became indivisible.

Successful technologies, like the automobile and electricity, follow the same basic evolutionary trajectory. They begin with a developmental phase that is often quite long. The principle of internal combustion, for example, was first described by Dutch physicist Christian Huygens around 1680. And the ancient Greeks knew that rubbing a piece of amber with some fur would produce a magnetic effect. Then the technology’s popularity grows with increasing standardization and declining costs, until finally the commoditized technology is adopted throughout society.
3.2 Evolution of a Technology - Phase II
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In the process of this mass adoption, something very interesting occurs. People begin to adopt a kind of posttechnology perspective. Certainly, the technology is still important, being after all the enabler of all that follows. 
But no longer is the technology pleasing in itself. Increasingly, the application of the technology matters most, along with ease of use, reliability, availability, and cost.  

For example, we are surrounded by electrical appliances. We plug one into the wall to make coffee, another to make toast. A stereo provides us with music and the TV with entertainment. Rare is the person who, when making coffee, consciously marvels at the vast, complex infrastructure that transports coal perhaps hundreds of miles to a generating plant, uses it to make steam to turn a turbine and produce electricity, then transmits the power across more hundreds of miles to an apartment in a metropolis or an isolated farmhouse on the prairie.  

We know the infrastructure is there, but we know it primarily through its effects: a hot cup of coffee, a piece of toast, or the thrilling notes of Lucia—that is, unless a storm uproots a tree and drops it across a power line. Paradoxically, the better the technology, the more obscure it is, its complexity hidden from us, its infrastructure in the hands of experts, the user simply enjoying its benefits. In the posttechnology world, the general public simply assumes the technology

3.3 Information Technology 

Viewed from a historical perspective, information technology has clearly been in the developmental stage of its evolution. IT began with mainframes and supercomputers sheltered in the “glass house.” Expensive and complex, these early systems yielded results only to highly trained specialists steeped in the mysteries of programming. With the advent of personal computers and local area networks, millions of people began to use the technology; and since the emergence of network computing and the Internet, hundreds of millions more have come to use it

Information technology, like electricity and automobiles before it, is fast approaching its own post-technology phase—a time when the application will be dominant and the technology will gradually sink into the background of our lives and be integrated into society. The signs are all there. 

One of the major heralds of this new phase is the increasing commoditization of information technologies. Microprocessors, storage, DRAMs, bandwidth, and all sorts of other information technologies, year in and year out, are improving by 50, 60, even 70 percent, becoming much less expensive, with much more power packed into a smaller unit. Obviously, powerful technologies that are less expensive and smaller are more easily hidden in the environment. Commodity IT, therefore, is potentially ubiquitous, like the little electric motors found throughout our homes and in our cars.


Another indication that IT is headed toward mass adoption is the incessant and incredible increase in the power of systems. That same inexpensive commodity technology is being aggregated into larger and more powerful computers. Soon blades—servers on inch-thick cards—will let us cluster systems by the thousands. In the not-too-distant future, we will see systems with tens of thousands—eventually even hundreds of thousands—of blades or similar small components, all collaborating, all solving unimaginably sophisticated problems, all supporting hundreds of millions of users.

In sum, technologies are becoming commoditized to such a degree that we can afford to have billions of them in the environment, while systems are growing so incredibly potent that we can build a commensurately powerful and connected infrastructure to support them.

Properly handled, this rich lode promises a brilliant future. What would (you might wish to put the rest of this paragraph in simple future: wiill) it look like? For one, it would be thoroughly integrated: Systems, business processes, organizations, people—everything required for a smoothly functioning whole—would be in close dynamic communication. In addition, the infrastructure would reach much higher levels of efficiency, with all the enterprise’s resources fully employed rather than the current spotty, uneven, piecemeal application of these costly assets. The quality of service would be vastly improved, as the infrastructure became more self-configuring, self-optmizing, self-healing, and self-protecting. Finally, much greater degrees of flexibility would emerge, leaving people free to make technology choices based on business needs rather than architectural “issues.”
3.4 Integration

The profusion of powerful technologies emanating from the industry’s laboratories will let us do new and marvelous things, but realizing that potential depends on our ability to integrate these technologies. Such integration will grow increasingly easier as open standards, become more and more common.  

Historically, the success of most technologies has depended on the availability of a small number of commonly agreed upon standards. Total uniformity is not essential. For example, electric standards in France, the United Kingdom, and the United States differ, but only slightly, and with adapters one can live with the differences. The success of electricity is directly related to its standardization, as is the success of automobiles, telephones, broadcasting, and many other technologies.

Information technology today is moving in that same direction, especially with the rise of open standards and the growing trend toward open source software—be it Linux or Grid protocols or Web services. Standardization has the feel of historical inevitability about it, because standardization is the only way to integrate that incredibly diverse profusion of technologies. Standards bring the kind of flexibility and modularity that allow technology to be absorbed and managed smoothly, that make it commonplace and unremarkable and permit people to pay attention to what it does, rather than what it is.
The cause of Grid standards took a major step forward during the past year, as open Grid protocols were brought together with Web services in the Open Grid Services Architecture (OGSA). Web services’ XML-based technologies, such as WSDL, UDDI, and SOAP, can now be used as the language in which to express Grid protocols. Clearly, this development portends levels of integration inconceivable just a few years ago—integration at every level, integration that is increasingly dynamic.   

Such integration will be a major step forward for e-business. Departments and divisions, people and processes will be united as never before. Together, they will be capable of speedy action and reaction, of quickly forming alliances with other companies or individuals in search of temporary advantage, or more stable partnerships in pursuit of longer-term interests. An automaker, for instance, may automatically connect to suppliers offering the best quality and deals on parts, while the suppliers in turn automatically connect with other manufacturers needing similar parts. 


Standardization and integration, however, are not synonymous with simplicity. The ever-growing volume of technology and the constant expansion of a heterogeneous infrastructure, no matter how smoothly integrated, lead to profound levels of complexity. And, while the availability of technology and growing standardization continue to push IT toward mass adoption in a posttechnology era, the industry must find ways to deal with that complexity, keep it from intruding on the user, and make the infrastructure perform efficiently.

3.5 Efficiency

Efficiency poses the same challenge, on a smaller scale, that the IT industry faced in earlier times, when systems like mainframes addressed one job at a time and operating systems were relatively simple (as was life). But eventually computers and their applications had to be simultaneously shared among many users, and with sharing the efficient allocation of physical resources became a nightmare.  


The solution to this problem stands as one of the more powerful breakthroughs in the history of computer science. It was the notion of virtualization that, abetted by increasingly powerful and sophisticated operating systems, provided people with their own machines—virtual systems, consisting of virtual I/O, virtual memory, virtual storage. Virtualization enabled people to share an expensive and complex resource, as well as the applications and data they were all working with, without worrying about what was there physically, how it did what it did, or even where it was. Increasingly sophisticated operating systems allowed users to invoke a service that then provided and managed the resources needed by these users.


Thirty or so years ago virtualization within a single system capitalized on a very expensive resource by making it available to users without their needing a deep knowledge of programming in order to use it. Today, the challenge is to virtualize computing resources over the Internet. This is the essence of Grid computing, and it is being accomplished by applying a layer of open Grid protocols to every “local” operating system, for example, Linux, Windows, AIX, Solaris, and zOS. Thus, we will make the sharing of resources over the Internet, or through a private intranet, a reality, while also hiding the vast, complex, global infrastructure supporting the user.  

That transparency is  essential in order to accelerate the move to the posttechnology era while enabling businesses and other institutions to make the most of substantial investments in heterogeneous systems. Moreover, since Grids bring to bear not just the resources immediately at hand but also those that are distributed all over the world, users can become more productive, paying further dividends on an enterprise’s investment in people and technology.

Increased efficiency is the reason so many are turning to open Grid protocols to share resources. The UK Research Grid is creating a rich pool of computing resources, making them much more usable to the whole research community, and eventually to commercial applications. In the United States, the TeraGrid, one of the largest under construction anywhere, will permit scientists to share resources amounting to more than 13 teraflops. The Netherlands is building its own research Grid; and there is considerable interest in Asia, where Japan, Korea, China,, and Singapore have major efforts under way.  


While education and government are currently more advanced in the deployment of Grids, commercial interests such as the energy industry, life sciences, manufacturing, and financial services, are looking to Grids with increasing enthusiasm. 


Life sciences and the health care industry will be among the first to benefit from Grid computing. Two hospital complexes, one in Pennsylvania that potentially involves thousands of hospitals and the other at Oxford University in the United Kingdom, are collecting and storing mammograms, so radiologists and physicians can use them to improve the diagnosis and treatment of their patients. 


Another early commercial user is the gaming industry. Butterfly.Net will use a computing Grid to distribute high-performance 3D games online to millions of players, allowing the most efficient use of computing resources. With multiple, concurrent games running on one Grid, publishers can dynamically allocate resources to more popular games, launch new ones more quickly, and offer flexible and innovative subscription plans to drive revenue growth.


As complexity recedes and global sharing of computing resources becomes commonplace, the effect of Grids on e-business should be as dramatic as when the Internet gave birth to that business model. In addition to a much more integrated environment and marked increases in efficiency attributable to a shared infrastructure, we can expect considerable, though gradual, gains in the quality of service provided to the enterprise. This will be due primarily to the increasingly autonomic characteristics that will characterize the infrastructure 

3.6 Grids and Quality of Service
For the colossal volumes of technology being produced every year to be useful to a business, all this new and sophisticated technology must be manageable. 
After all, the chief characteristic of a technology in the process of mass adoption is that it hums along smoothly and quietly, unnoticed because it is delivered with a superb quality of service. Grids, because their open standards are running on every system in the infrastructure, will enable increasingly sophisticated levels of management for distributed resources, and the delivery of a quality-of-service characteristic of a mass adoption phase.


Certainly, the level of management today leaves much to be desired, especially in the world of distributed computing and the Internet. In fact, it is a grand challenge for the industry, which must bring to bear more and more sophisticated technologies to provide a very high quality of service at an affordable price.


The answer lies in creating highly sophisticated, end-to-end resource management. The system itself should be able to schedule, not just one computer at a time, but multiple computers along the path of a particular transaction, enabling truly global collaboration.


Clearly, such work needs to proceed on the basis of the Open Grid Services Architecture (OGSA). That stands to reason because, for the different nodes to collaborate (whether for availability or scheduling or anything else), they have to exchange information. All the nodes in the infrastructure must be addressed as if by a single operating system managing the resources under its control, the difference being that, unlike the resources addressed by a conventional operating system, these are distributed and heterogeneous. They come from different vendors, are the products of different architectures, and are totally reliant on a common set of open protocols to feed back information about the state of the system.  


OGSA, and the sophisticated software that IT vendors will build around it, will be the equivalent of a virtual operating system applied to all the “local” operating systems and permitting the resources of the entire aggregation of heterogeneous architectures to be managed in an automated fashion. Its open protocols will allow management to become more autonomic in nature and be carried out much the way biological systems regulate themselves—unconsciously and autonomically. It will configure, optimize, hea,l and protect itself with minimal human intervention. In short, it will be self-managing.


Greater integration, efficiency, and a far-higher quality of service are some of the more significant ways in which e-businesses will benefit from Grid computing. They are the direct result of the Grid’s ability to balance infrastructure needs and costs and to deliver a quality of service that truly unlocks the substantial, unrealized value of the infrastructure. These vast new levels of integration, efficiency, and resiliency will combine to bring a new, far more flexible computing model to e-business.

3.7 The New Model: On-Demand Computing
On-demand computing means virtualizing machines, servers, indeed the entire data center and being able to focus instead on business needs. The ensuing flexibility will allow an e-business to own its own utility (an intra-Grid) or subscribe to the services of an external compute utility, or both. That is, it can decide with relative ease whether to make or buy. In fact, it can decide to make and buy, choosing to build its own internal utility for the efficient delivery of mission-critical applications (its baseload, as it were), while drawing on an external utility for more common business processes, such as accounts receivable; for variable infrastructure needs, such as storage; for peak-load computing power; or for advanced capabilities for which it lacks the needed skills.


With computing resources shared globally and managed end to end, the data center can be anywhere—in the enterprise, outside the enterprise in a utility, or shared between the two. Where it is does not matter. Any authorized user can reach this pool of resources from anywhere—on-demand. The infrastructure will recede into the background. Like electricity, computing resources will become an on-demand, pay-as-you-go service—a compute utility so reliable a business can take it more or less for granted. 


In an on-demand future, a company might respond to the increasing need for computing resources first with spill-over services from their own IT infrastructure and, if that is not sufficient, with capacity from a service provider, purchasing only as much additional capacity as is needed at the moment.


Today, when an enterprise turns to a provider, it must buy information technology services in large blocks, essentially purchasing physical assets over the life of a contract, which may run anywhere from three to ten years. The provider, in turn, is scrambling to respond to the customer’s business spikes by buying more physical assets, undermining their own efficiency and increasing the costs to customers. But with provider and customer sharing common, open protocols and using Grid and autonomic technologies, service can be provided dynamically in the smallest blocks possible. The customer can then take advantage of virtual services in on-demand fashion.


Should the verbs here be will? Would? Could? In this on-demand environment, the customer’s data centers need not be re-created physically. The entire data center can just be stored in back-up, and recreated virtually in the event of a disaster. Virtualization makes the cost to the customer far lower than having to physically mirror the data center. 
In this future environment, a company can buy compute or data services for applications and consume them only when business demands require it. Applications can request more processing power or data from a provider only when they have consumed the internal corporate resources. In either case, the company pays only for increments as used, instead of contracting long-term for large volumes. The potential impact on budgets and the bottom-line is huge.


As open Grid protocols and Web services become prevalent, more business processes (such as customer relationship management or enterprise resource planning) will become available on demand. These applications will simply be put out for bid by the IT staff, and the best supplier will be chosen. 

On-demand computing is the foundation of a business that is far more efficient, far less complex, and extraordinarily flexible. Today, a company has little flexibility with regard to its service providers and for that matter, its own IT infrastructure. Almost the only way to respond to spikes in demand—expected or unexpected—is to buy new equipment and deploy it. When a company does this, the enterprise has taken ownership of the asset, compounded the complexity of its infrastructure, and compromised its efficiency.


Increasingly in the new model, businesses will regard IT as a utility. And as the focus over time turns more toward the application and the business rather than the infrastructure, the question will become: “Do I really need all that infrastructure?” To put it another way, “Do I want to generate my own electricity, with all the investment in people and equipment that entails? Or am I comfortable leaving the generation of electricity to the experts and IT to the IT professionals?” I think the answer to the second question will be “Yes.” It will be a rare business that will not seize the opportunity to concentrate on core competencies. 


None of this will happen overnight. But the planets are aligning: Open standards are becoming more prevalent; Grids are appearing in the research community and making their way swiftly into the commercial arena; and on-demand services are appearing in vendor portfolios.  


Because of Grid computing, information technology may indeed be the next “utility.” And just as electricity disappeared behind the wall, so to speak, becoming evident primarily by the plug that allows access to it, Grid computing, through the adoption of open Grid protocols and Web services, will achieve that same sort of anonymity. Like electricity, it will become an on-demand, pay-as-you-go service, a compute utility so reliable a business can take it more or less for granted. 


Arthur Clarke may have been right. As we become capable of doing more and more with our advanced technologies and as we hide those technologies and their complexities from users, the result will indeed seem like magic. Making that magic convincing is one of the most complex and exciting challenges facing our community, as we move information technology into its posttechnology phase.  



