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THE GLOBUS ALLIANCE

The Globus Alliance is a research and development effort to advance the technology and application of high-performance distributed computing. Over the past seven years, we have developed the foundation for today's computational Grids.  On a Grid, access to remote computing resources is consistent, dependable, pervasive, and easy to use.  Grids are enabling important new classes of computer applications, with significant impacts on technology and society.  Today, we continue to refine and standardize this foundation, while encouraging its use and exploring advanced Grid services for science, engineering, and business.  

Major accomplishments of the Globus Alliance include a broadly adopted architecture used by most major Grid deployments; the Global Grid Forum (GGF), an international community for standardizing Grid technologies; and the Globus Toolkit(R), a suite of open-source software that is the basis of most Grid testbeds, production infrastructures, and applications.  The Globus Toolkit has won numerous honors, including the coveted R&D 100 and the Federal Laboratory Consortium award for Excellence in Technology Transfer.  
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Our research addresses security, resource management, data management, information infrastructure, and application-development environments.  Other activities include practical exploration of Grid computing, such as developing software toolkits, consulting on Grid-related projects, building testbeds, and helping to deploy Grid-based scientific and engineering applications.

These Grid technologies address the needs of a wide range of leading-edge applications.  We've supported initiatives in data mining, distributed supercomputing for simulation and analysis, remote instrument control, advanced scientific visualization, supercomputer-enhanced "science portals", and data grids.  Some of these applications focus on harnessing distributed computing resources.  In others, the primary goal is to enhance communication with people, data stores, or scientific instruments.  In each case, Globus Toolkit-based Grid infrastructures must provide reliable, high-performance, dynamic access to remote resources.

Open Grid Services Architecture (OGSA)

OGSA is an initiative of the Globus Alliance, IBM, Microsoft, and other members of the GGF to develop a standard Grid framework utilizing Web Services technologies.  OGSA implementations--based on platforms such as Apache/Axis, J2EE, IBM's WebSphere, and Microsoft's .NET--are resulting in Grid technologies’ being broadly available from both open source and commercial agencies.

IBM’s and Microsoft's commitments to OGSA indicate the recognition by industry that Grid computing is ready for commercial product development.  OGSA standards are under review by the GGF and the World Wide Web Consortium (W3C), and implementations of key OGSA services are available for use now.  The Globus Alliance is a leading developer of both the proposed OGSA standards and today's OGSA implementations.  For more information, see http://www.globus.org/ogsa/.
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The Globus Toolkit(R)

The Globus Toolkit provides fundamental infrastructure, mechanisms, and tools for Grid computing.  Toolkit components are used in Grid research, production Grids, and ambitious application projects around the world.  Its capabilities include the following:

Ø Security: The Grid Security Infrastructure (GSI) augments local security solutions such as PKI and Kerberos to provide single sign-on Grid resources, plus delegation and policy enforcement.

Ø Data Management: Data Grid tools facilitate the management of large datasets in a high-performance setting.  GridFTP, an extended version of FTP, provides high-performance, secure access to remote data and transfer services, with support for parallelism, fault tolerance, partial file transfer, and TCP buffer control. Replica catalog and management libraries support the creation and management of dataset replicas, enabling locality management.   A wide variety of tools provide convenient access to these data management services.

Ø Information Infrastructure: The Monitoring and Discovery Service (MDS) provides uniform access to information about system components such as computers, storage systems, networks, and software.  MDS is an extensible architecture that makes it easy to integrate new sources of information and to define application-specific and user-specific views on that information, knitting together arbitrary information sources to provide a coherent system image that can be explored or searched by Grid applications.

Ø Resource Management: The Globus Toolkit provides uniform access to and management of resources on heterogeneous systems.  A flexible, extensible Resource Specification Language (RSL) combines with the Globus Resource Allocation Manager (GRAM) protocol and server to let Grid users avoid sorting out the baffling variety of local resource management solutions.

The Globus Toolkit 3.0 is freely available from our website (http://www.globus.org/toolkit/) and is available for unlimited use via a liberal open source license.  The Globus Toolkit includes numerous contributions by members of the open source community.
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In addition, partners around the world contribute to the toolkit’s research and development.  A Globus Alliance Affiliates program has been established with the following initial members.  Europe:  Max Planck Institute for Gravitational Physics -- Albert Einstein Institute (Germany), Imperial College (UK), Poznan Supercomputing and Networking Center (Poland).   Asia-Pacific:  Monash University (Australia), National Institute of Advanced Industrial Science and Technology’s Grid Technology and Research Center (Japan), Tokyo Institute of Technology (Japan).  U.S.:  Indiana University, Lawrence Berkeley National Laboratory, Louisiana State University, National Center for Supercomputing Applications, San Diego Supercomputer Center, Texas Advanced Computing Center at the University of Texas, University of California at Santa Barbara, University of Wisconsin Condor group.  
SPONSORSHIP

Globus Alliance research is supported by the Defense Advanced Research Projects Agency (DARPA), the U.S. Department of Energy (DOE), the National Science Foundation (NSF), NASA, IBM, Microsoft, the U.K. e-Science Grid Core Programme, and the Swedish Research Council. 

GLOBUS SOFTWARE IN USE

Globus software forms an integral part of many research and deployment activities across the globe.  The following is a representative but far from complete list of these projects:

Ø The NSF TeraGrid is a distributed, terascale-class computing facility based at ANL, CalTech, NCSA, and SDSC using Grid technologies to provide a combined 13.6 TFLOPs of computation and 450 Tb of storage over 40 Gbit/s links.

Ø The NSF-funded Grid Physics Network (GriPhyN) and International Virtual Data Grid projects and the DOE-funded Particle Physics Data Grid project, together with the European Data Grid and DataTAG projects, are creating distributed data management infrastructures for next-generation physics experiments.

Ø NASA's Information Power Grid project is reengineering NASA's computing infrastructure, integrating resources across the major NASA laboratories.

Ø NSF's National Earthquake Engineering Simulation (NEES) project plans to build a national-scale collaboratory for earthquake engineering, linking next-generation experimental facilities with advanced simulation and collaboration technologies.

Ø The DOE Science Grid is a Grid-based computing infrastructure for DOE laboratories that includes major computing resources at NERSC.

Ø The NSF Middleware Initiative (NMI) is building its integrated GRIDS Center Software Suite around the Globus Toolkit, in an effort to create and deploy advanced network services that simplify access to diverse Internet resources.  
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Globus Toolkit is a registered trademark of the University of Chicago.

