Scientific Workspaces of the Future 

Goals:
· Use advanced computer mediated communications techniques to enhance work environments to enable increased productivity for collaborative work.
· Exploit the use of high-performance computing technologies (digital media, advanced networking, visualization, VR, etc.) to improve the effectiveness of large-scale collaborative work environments.
· Show that network based advanced collaboration technology can create enhanced groupwork productivity benefits.
Enhanced Access Grid Virtual Venue services

· Persistent support for documents, locally hosted and remote applications, databases, and other tools

· Grid based access to domain-oriented problem solving environments.  

· Virtual venues (VV) provide a mechanism to create associations of tools and data resources that are bound to virtual locations.  

· The virtual venue server provides a point of contact for registering applications and services associated with a particular virtual location, which can be visited via an Access Grid node (e.g. group oriented node or the new personal interface node).  

· This capability can be used to build virtual project rooms that make available to a user community persistence access to datasets, computational and analysis tools, shared documents and notebooks, access to remote sites via video, audio and text services and access to recorded sessions of previous interactions.  

· Virtual venues can also provide persistent access to group oriented Grid Portals (IU). 

Visualization Services

· Virtual Venues support access to high-performance remote visualization services.  

· Grid based versions of ParaView (LANL), 

· ANL Volume Render (ANL), 

· VisBench (NCSA), etc.) 

· Enable remote coupling of visualization servers 
· TeraGrid with network attached Tiled Displays 
· Specially configured AG nodes (nodes that have graphics accelerators installed on the display nodes, ANL, EVL). 
· Grid based version of Chromium (ANL, LANL) to support network-based visualization. 

Advanced Display Integration

· Tiled Displays become active components of first class Access Grid nodes

· NCSA Powerwall

· ANL Active Mural

· GeoWall integration

· Shared image viewing

· RasMol

· BU Tiled passive stereo display
SWOF Collaborative Virtual Venues

Virtual Computational Molecular Biology Laboratory – contains access to genomic and molecular biology databases and computational tools.  The computational biologists involved in the project will prioritize the specific selection of tools and databases. ANL will be responsible for managing this process and integrating these tools into the AG infrastructure. A major initial goal is to enable one or more existing distributed collaborations to begin working together via the Virtual CMB Laboratory on a regular basis and to incorporate this into teaching and training environments. (ANL, NCSA, ORNL)
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Virtual Atmospheric Modeling and Simulation Laboratory – provides group access to Grid based simulation and modeling tools focused on climate and weather modeling, sample datasets useful for education and training.  The Virtual AMS Laboratory provides a point of contact for collaborative analysis of large-scale output from climate simulations
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The GeoWall, based on AGAVE technology, is low-cost, non-tracked, passive-stereo system that allows distributed audiences to view and interact with 3D immersive content














In its simplest form TeraVision is a networked “powerpoint” projector. It is designed to allow scientists to share visualizations over high speed networks. TeraVision consists of a PC with a high speed image capture card and a gigabit network adapter. By plugging the VGA or DVI output of a computer into the TeraVision box, it will capture the video signal and stream it at 1024x768, 24bit color, at 20 frames per second to one or more remote sites (if multicast is available). 





Shared control of parallel rendering technology targeting applications of molecular visualization (MV) and interactive molecular dynamics (IMD).  (Brown)


ParaView and vtk handle extremely large datasets by incorporating streaming techniques, multiple forms of parallelism, and hardware-accelerated rendering. (LANL)
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