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2 Project Description 

2.1 Abstract

We propose to combine the forces of six leading-edge laboratory and university groups working in the areas of visualization, distributed computing and high-performance networking (i.e., Argonne National Laboratory, Lawrence Berkeley National Laboratory, Los Alamos National Laboratory, University of Illinois, University of Utah, and Princeton University) to develop and deploy the most advanced integrated distance visualization environment for large-scale scientific visualization and demonstrate it on applications relevant to the DOE SSI and ASCI programs. The Corridor One team brings world-class expertise in parallel rendering, deep image-based rendering, immersive environment technology, large-format multi-projector wall-based displays, volume and surface visualization algorithms, collaboration tools, streaming media technology, network protocols for image transmission, high-performance networking, quality of service technology and distributed computing middleware.  Our strategy to build on the very successful teams that produced the I-WAY, “Computational Grids”, the award winning GUSTO testbed, and CAVE display technology and to add these to the teams that have developed the fastest parallel visualizations systems and the most widely used networking infrastructure for multicast and distributed media.  The Corridor One team will prototype and demonstrate a 6-way multipoint distance visualization corridor built on top of a state-of-the-art Grid Fabric that will enable experimentation with and demonstration of a variety of high-performance remote visualization technologies on ASCI applications datasets (applications from the Utah and Argonne/Chicago ASCI ASAP Centers (Combustion and Thermonuclear Flashes and Los Alamos benchmark ASCI codes), and SSI applications datasets (Climate Modeling Data from Los Alamos, Argonne and Berkeley, Fusion Device Modeling from Los Alamos and Princeton, Combustion Modeling Data from Los Alamos and Argonne).  We will work with DOE, NSF and NASA supported groups to deploy “Grid Services” at the Corridor One sites and will carefully document and evaluate the performance of emerging NGI technologies such as differentiated network services, multidomain authentication and resource brokering services, adaptive network APIs and high performance transport protocols on real large-scale visualization problems.  Our team has considerable experience in building and exercising national scale testbeds and this effort represents a continuation of over ten years of work in these directions.

Keywords

Remote scientific visualization, high-performance networking, parallel graphics, high-performance computing, data and visualization corridors, distributed data management for visualization, large-format display systems, teleimmersion, virtual reality, parallel and distributed algorithms, quality of service, diffserv, computational grids, middleware, advanced network services

2.2 Corridor One Project Overview 

The Corridor One project is based on several assumptions.  First, is the assumption that one exciting model for developing the Next Generation Internet is the concept of the “Computational Grid” [Stevens97, Foster99b].  The central notion of the Grid is that by deploying advanced services over a high-performance IP based network one can support the development of a new class of network applications.  These Grid applications can take advantage of complex services that are not available on today’s Internet.  These emerging Grid services include: multidomain authentication and authorization mechanisms, wide area resource discovery, reservation and scheduling services, flexible and powerful communications services, differentiated network services, bandwidth reservations, remote data access, universal remote job submission and comprehensive performance monitoring and feedback interfaces.  Not all of these advanced services are available today even in research testbeds, but a number of efforts are underway or proposed to provide to the advanced development community testbeds with some or all of these services [Globus, DeFanti96]. What makes this Grid concept so powerful is the vision of ubiquity of access to these services for a variety of applications domains.  By carefully layering applications toolkits on a set of well designed applications independent Grid service components we can provide the applications developer community considerably more capability for building large-scale distributed applications systems.  The developer and user of remote and distributed scientific visualization systems are one such community and are the target of this proposal.  We propose to prototype and demonstrate the utility of this Integrated Grid Architecture for supporting remote collaborative high-end scientific visualization.  We believe that scientific visualization is one of the most bandwidth intensive and complex applications areas for the NGI and one that will have dramatic influence on the nature of services and capabilities that must be broadly deployed to move the Internet to the Next Generation.

We have organized the Corridor One proposal around five major activities:

Grid Middleware, and Advanced Networking – We will be accelerating deployment of Grid middleware services to the Corridor One sites, and will be working closely with the DOE teams [Globus, FuturesLab, Johnston99] developing Grid infrastructure and middleware technology to provide requirements and feedback on capabilities needed to support distance visualization. We are working with research groups developing technology for managing collections of network flows relating to large-scale collaborative and distributed applications [DeFanti99, Disz95b, Foster96, AccessGrid] and will deploy this technology early at Corridor One sites for testing and evaluation.  We have a need for advanced networking capabilities such as differentiated services and reliable multicast which are not yet widely available to the Internet community at large, but can be provided to a smaller well demarcated community such as the Corridor One project for testing and evaluation, prior to more widespread deployment.  To accomplish this last goal we plan to work very closely with the DOE NGI Laboratory and University testbeds, ESnet, and vBNS network providers [ESnet, VBNS].  All of the Corridor One sites have extensive relationships with these networking providers.

Distributed Visualization and Data Manipulation – The core of our proposal is the rapid deployment into an applications testbed new techniques for enabling distance visualization. We refer to “distance visualization” as any time that one or more users of a visualization system are remotely located from any elements of the visualization pipeline (i.e. data source access, analysis processing, visualization processing and displays).  This situation is the normal case for most users of high-end systems and thus the distance visualization problem is the general case, whereas the situation when all elements of the system are local should be viewed as an optimization. We will explore a set of technologies that are aimed at both reducing the amount of data that needs to be transmitted across the network to accomplish some visualization task (e.g. raw data, geometry, images, etc.), and reducing the latency for interaction and navigation through large datasets (e.g. progressive refinement, multiresolution, feature-to-feature navigation, etc.).  These ideas are being pursued at each of the Corridor One sites. This project will provide the resources, to integrate them for testing and comparisons, to validate them on real applications data, and to test these ideas on real wide area networks.  Emerging concepts that will also be investigated are those of reactive or network aware-algorithms that can change behavior in response to feedback from the network services moment to moment aimed at optimizing the users experience in spite of variable networking performance.

Distributed Collaboration and Display Environments – As simulation science becomes more complex it is increasingly likely that researchers from multiple locations are needed to interpret and understand the results of a large-scale calculation. This means that simple point-to-point remote visualization access techniques must give way to those that are designed from the beginning to be experienced by multiple users at distributed locations.  In addition, we are experiencing a growth in the number and type of display environments that might be needed to gain maximum insight to a problem.  In some cases immersive displays (those that surround the user with images in stereo) are the most useful; in others simply large-format ultra-high resolution is needed for data that has many more zones than can be visualized on a workstation screen.  These two factors make the distance visualization problem more complex than if we were simply sending workstation images from point A to point B.  The need to send data to multiple sites means that fast to point to point links need to be augmented with fast techniques for broadcast or multicast the data to many sites simultaneously.  Second, the trend toward more complex display environments means that we are not simply trying to send on 1280 x 1024 x 32 bit images at 10-30 fps, but perhaps 10 or 20 times that if measured in raw pixels.  This means that some tradeoffs obvious in the past about when to send raw data, geometry, or simplified data or image data no longer hold true and must be re-examined. In addition these new display environments have the ability to simultaneously support human to human collaboration while the visualization is taking place and this further increases the need to better understand how to mange all the types of data that need to be shared to facilitate the analysis tasks.

Systems Architecture, Software Frameworks and Tool Integration – The senior members of the Corridor One team have been involved in large-scale collaboration, networking and visualization software development for over a decade.  During this time a number of tools and packages have been developed at each site that represent valuable resources we wish to bring to the distance visualization problem. During this project a considerable amount of new software will be developed at each site.  A key challenge is to develop early in the project a high-level systems architecture that can support the diverging needs of a stable software base for experimentation and applications development and more fluid needs of new idea experimentation and concept exploration.  We believe that the Integrated Grid Architecture concept discussed in section 3.5.2 provides a starting point for this architecture.  In addition we believe that Corridor One developers need to plan to build towards a common set of interfaces that will allow software from multiple sites to be integrated quickly to test new ideas.  To this end we will be participating in the Common Component Architecture working group established by DOE (as part of the ACTS toolkit project) to adopt these techniques as much as possible to the needs of Corridor One development.  We will also explicitly publish interfaces to the tools developed by each group to encourage the interoperability of the Corridor One software suite.  Each of the end-to-end experiments that will be conducted as part of this project will involve progressively more integrated software toolkits encompassing these ideas.  These will be based on the current toolkits being developed at Corridor One sites [Globus, AVTC, AccessGrid].

Applications Liaison, Experimental Design and Evaluation – The ultimate beneficiary of distance corridors are the applications scientists.  Corridor One is fortunate to have identified six applications groups that have agreed to work with the project to provide test data and users that span domains of interested to DOE.  We have selected three applications areas relevant to SSI and three relevant to ASCI.  In each case one of the Corridor One Co-Is are personally involved in the collaboration with the applications groups existing visualization activities and can provide a liaison function.  

Application Area
Corridor One Liaison
Application Scientist

SSI Combustion Simulation
Stephen Lau @ LBNL
John Bell @ LBNL


Mike Papka @ ANL
Paul Fischer @ANL

SSI Climate Modeling
John Reynders @ LANL
Bob Malone @LANL


Ian Foster @ANL
John Taylor @ANL

SSI Plasma Science
Kai Li @Princeton
Bill Tang @ PPPL/Princeton

ASCI Monte-Carlo++
John Reynders @LANL
TBD@LANL

ASCI FLASH Center
Rick Stevens @ANL
Bob Rosner @UChicago

ASCI CSAFE Center 
Chris Johnson @Utah
David Pershing @Utah

Each applications liaison will be responsible for arranging access to applications datasets, discussing alternative visualization scenarios and determining a set of distributed visualization experiments that will involve the applications scientists using the Corridor One tools to explore and analyze real data using the distributed environment.  We will conduct three to four such applications tests each year of the project.  Each test will be based on typical needs of the applications scientists for understanding a large-scale run of the simulation and will be arranged at a time that the applications teams can participate.  We will work closely with the applications groups to identify colleagues and collaborators that can participate in the distributed experiments from as many Corridors One sites as possible.

Our technical approach involves addressing the entire end-to-end solution of the distance corridor problem.

From dataset generation, to storage, to navigation, to exploration and representation, to visualization strategies, techniques, parallel and hardware assisted rendering, compression, transmission and distribution, decoding, reconstruction, display, interaction, modification, analysis, recording and collaboration.  We will develop a software framework (based on existing visualization toolkits (ANL, LANL, Utah), display environments (ANL, UIC, Princeton), and libraries (ANL, LBNL, LANL, UIC, Utah) and systems architecture (based on the emerging Grid reference model [Foster99c]) that leverages existing middleware tools and technologies (ANL, LBNL), support maximum interoperability (users can move from Walls to CAVEs to desktops), and that provide hooks to interface to future collaboration environments such as the AccessGrid being developed at ANL, UIC and NCSA[AccessGrid].  Applications end users will be deeply involved in determining research and testbed priorities and evaluating Corridor One tests.  

2.3 Background and Motivation

It has been clear for quite some time that both the ASCI and planned SSI programs will need to address the fact that while for economic, political and practical reasons the majority of their computing hardware will be located in a few locations, their community of users will be distributed across many locations.  Ten years ago this problem was simply considered part of the remote access problem for desktop users of remote supercomputers and relatively straightforward desktop tools were developed that enabled users to access remote supercomputers, transfer the entire file back to the user’s desktop machine, and visualize the data via the local workstation or PC.  Today however the typical high-end visualization user is using a immersive environment such as a CAVE or immersive workbench, large-format wall or a high-resolution workstation accelerated by one or more hardware graphics pipes or massively parallel machine fractionally dedicated to providing high-performance rendering.   The data volumes are orders of magnitude higher, the high-resolution images much larger and often 3D, and the need for animation much more likely due to the increasing need to look at time dependent phenomena.  ASCI and SSI are both moving in this direction and each has recognized early the need for a focused research program in this direction simply to keep the local visualization performance adequate. In fact all of the Corridor One team members have either ASCI related funding to attack this Visualization and Data Corridor Problem, long duration core program funding addressing long term needs of scientific visualization and data management or both.  At the same time that the local scientific visualization problem is getting harder because of increased sizes of datasets two additional trends are complicating matters.  First is the trend towards increasing both the form factor of displays (large-format multi-projector display walls and room-sized displays [e.g. CAVEs]) and the realism of the visualizations (e.g. high-end rendering, smooth animation and virtual reality techniques).  Second is the trend toward larger more distributed teams being assembled for collaborative problem solving.  This second trend means that more people want to look and interact with the data from increasingly distant locations.  The convergence of these three factors (very large 3D datasets, the need for high-quality visualization and analysis experiences, and the requirement for more and simultaneous remote users) is at the heart of this proposal.  

In addition to these trends, the emergence of widespread distributed computing infrastructure (high-speed networks with diffserv capabilities, middleware services and computational grids), makes it more feasible to attempt to solve this problem by using advanced ideas (adaptation, dynamic response, multi-resolution) rather than brut force techniques.  At the same time, there is a need for convergence in the tools and infrastructure for remote visualization.  Convergence in the tools, so each applications group can gain leverage from multiple sources, integrated tools so that the users get end-to-end solutions that employ technologies that work together and interoperability so users have choices of multiple ways to address a problem.

This proposal is the first proposed large-scale effort to integrate into an end-to-end system a distance corridor [Smith98] for distance visualization that incorporates advanced grid technology middleware (e.g. Grid reference model based on Globus technologies), differentiated service enabled networks (ESnet, MREN and vBNS, see other DOE NGI Testbed proposals), high-end display technologies and test them on a set of multidisciplinary applications.  Since DOE ASCI, and SSI and the NSF PACI programs can not afford to develop independent sets of tools for distance corridors it is critical that applications demonstrations be performed in a multidisciplinary framework, insuring that maximum leverage is obtained from networking infrastructure improvements that benefit all types of end users.

2.3.1 Why Distance Visualization Is an NGI Problem

The use of remote visualization techniques to analyze large-scale data is clearly a problem for the Next Generation Internet, not the current Internet.   A typical distance visualization scenario we envision, would involve three or four users each at different locations, trying to understand the ~1,000 frames of simulation output from a time dependent 3D multiresolution billion-zone calculation. This is the typical scale of output from a TeraFLOPs class supercomputer for a 10 day run. We estimate the dataset at roughly 5 TB, depending on the number of variables per mesh point and degree of scaling and compression on the archival data. Similar scale datasets have been estimated for a variety of simulations in climate modeling, combustion, weapons calculations, and fusion reactor simulations [Smith98, SSI]. We assume that the dataset is initially at only one site, the site where it was generated (we know that some groups, such as the climate community and the HEP community, have plans for moving very large amount of data between sites, we believe the technology to do that should be pursued, but that it doesn’t eliminate the need for distance visualization, since there will always be more people that wish to see the data than those that have large mass storage systems available). We also assume that it is not practical to quickly move the entire dataset to each of the four sites that wish to view it, even assuming they had adequate space available (e.g. with sustained Gb throughput it would take a bit over 10 hours to move the data from one site to another, with typical fractions of site to site wide area bandwidths available to a user we believe this number is more like 100 hours). Therefore it appears that determining how to enable this team to analyze its data without simply making four copies is a complex problem, with the need to balance issues of data transfer times with real-time interactivity needed for discovery with the low human tolerance for delays in the scientific process.  The distance visualization problem involves a complex set of tradeoffs indeed it is a very rich source of problems to solve.  It is the richness that makes it interesting, its difficulty that makes it worthwhile and its importance to the national research enterprise that makes it a high priority. 

We believe the distance visualization problem is clearly a very important problem for the DOE NGI program. First, the bandwidths needed for high-end distance visualization (where the data is not initially local to the user), will be in the 100’s of Mb/s to multiple Gb/s sustained performance during a substantial fraction of the user’s online session, which is two to three orders of magnitude beyond what the typical end user has today for Internet connectivity.  Second, the distance visualization problem consists of much more than moving images around, it also involves a substantial amount of computation and remote data access, which will likely be distributed to multiple locations and which would ideally take advantage of sophisticated middleware services to provide a simple interface to the user.  The types of middleware services needed by distance visualization users are not part of today’s Internet.  Moreover, third, the NGI program is aimed at enabling teams of researchers that span disciplines to work together to build what no group working alone could do.  The distance visualization problem and the Corridor One team provides just such a well defined project to drive such a interdisciplinary team to accomplish more than could be done otherwise.  

2.3.2 Data and Visualization Corridors – The DVC Workshops 

During 1998 members of the Corridor One team as part of the larger scientific visualization and data management community were involved in a series of DOE and NSF sponsored workshops aimed at studying and refining the concept of Data and Visualization Corridors.  These workshops resulted a technical report being issued from Caltech in the autumn of 1998 [Smith98] that summarized the key findings and recommendations of the community for additional research needed to address the needs of future large-scale simulation programs of the country including the ASCI and planned SSI programs. Important recommendations from the DVC report relevant to the Corridor One proposal are reproduced below.

The recommendations are that the U.S. federal government should:
1. Establish a vigorous and well-funded interdisciplinary research and development program aimed at significantly improving the ability to see and understand output from large data sources. Such a program should be composed of both small- and large-scale research and development efforts focused on the interaction of data management and visualization technologies. 

2. Conduct R&D focused on graphics and scientific visualization to develop new:

· scalable architectures to assure the availability of high performance graphics systems enabling advanced visualization techniques;  

· modes of visualization for interpretation and understanding of large-scale datasets resulting from simulations and experiments;

· human(s)-in-the-loop methodologies for steering trial computations and monitoring large-scale production simulations; and

· Desktop, large-screen wall displays and immersive VR environments enabling individuals to interact more effectively with data and objects in 3D and with each other.

3. Conduct R&D focused on data management for large-scale datasets, including techniques for extracting abstract scientific features from multi- Petabyte databases and for enabling development of intelligent, adaptive secondary and tertiary storage systems and high-speed network infrastructure capable of moving, storing, querying, and manipulating large datasets on an interactive time scale, reaching the 100-TB dataset size in time. 

We believe that the Corridor One project represents a modest beginning towards these ends and that it is highly relevant to ongoing simulation research programs in DOE in both the Offices of Defense Programs and the Office of Science.  Corridor One addresses in particular the important, but not addressed issue at the time of the report, goal of establishing distance DVC corridor research activities to attack the problems mention above in the context of wide area distributed computing environments.

2.3.3 Distance Corridors Concepts and Challenges

It is an unfortunate truth that simulation scientists and the computers that generate their data are rarely collocated.  Furthermore, it is increasingly the case that groups of colleagues who wish to explore the data from a previous simulation and discuss a new result are also not co-located.  In the SSI context, scientists, computers, and data may be distributed across half a dozen labs and tens of universities; even in the ASCI environment, the user community spans dozens of buildings in at least four sites.  For these reasons, any coherent Corridor strategy must necessarily introduce distance issues.  In particular:

· We must deal with resources located in different administrative domains, with different policies and local mechanisms. 

· We must deal with systems that are significantly more complex in terms of their structure and performance characteristics, because of the introduction of long-haul networks and associated interfaces.

· We must deal with systems that are, to a much greater extent than local resources, subject to contention due to other uses.

· We must deal with a greater heterogeneity in terms of the type and capabilities of the end systems and networks involved.

In our view, it is important that our strategy should address these issues in an integrated fashion and early rather than later, with local data and visualization corridors being treated as optimized special case of distance corridors, rather than distance issues being addressed post-hoc.  This is a central theme of our proposal and why we believe this proposal is highly relevant to the ongoing DVC efforts as well as NGI.

2.4 ASCI and SSI Applications Drivers

The fundamental goal of this proposal is to develop, deploy and demonstrate a prototype six-way distance corridor that can be used by multiple groups across ASCI and SSI programs to help refine the visualization software frameworks, end-to-end systems architecture, grid middleware infrastructure and advanced networking services needed to provide within a few years production distance corridor services to the ASCI and planned SSI programs. As such it is critical that we demonstrate multiple applications use of the Corridor and that we understand the limits and tradeoffs in attempting to support multiple disciplines within the distance corridor concept and prototype technologies.  What we learn in this experiment will be critical to refine the overall strategy for software integration, hardening and deployment for ASCI and SSI.  We propose to directly involve the following applications groups that will be part of the testing and evaluation process of the demonstration distance corridor.  From ASCI we plan to involve the Utah ASAP Center through Johnson’s group, the Argonne/Chicago FLASH ASAP Center through Stevens’s group, LANL ASCI test codes and datasets through Reynders’ group at the ACL.  For SSI related problems we will test with data from the Climate areas (groups at LANL, LBNL and ANL) through the respective Co-PIs. In the Combustion area through Johnston’s group at LBNL.  In the basic science area, we will work with Fusion groups at PPPL, LANL and ANL through Li’s group at Princeton and the respective groups at LANL and ANL.

ASCI has several requirement for remote visualization – not only secure access between the Defense Program Laboratories and Plants executing various aspects of the program – but also, remote open access to the LANL ACL TeraOp machine, where the open portion of ASCI is housed at LANL. Users on this platform include a vast array of Alliance centers and University collaborators distributed across the nation executing simulations across the 2,048-processor platform. The data produced from such simulations is vast and very difficult to ship across the Internet. Hence, an efficient approach to navigating and visualization these data sets at a distance is critical. Enabling the remote scientist to not only see, but efficiently explore and understand her data at a distance is critical to making a strategic system, such as the ACL TeraOp platform, useful to people beyond the Los Alamos site. The technical objectives of this proposal align well with a focused need within the ASCI program: how to interact with the results from a simulation executed on a geographically distant computer as though the machine were sitting in the next room.

2.4.1 SSI ( Climate Modeling 

Climate modeling poses many challenges to the scientist attempting to visualize simulation results at a distance. First, the shear size of the data sets produced by global climate simulations requires sophisticated[image: image3.wmf]Global Ocean salinity results from Parallel Ocean

Program (POP) simulation run. (LANL)

 progressive refinement and multi-resolution techniques to navigate through the data and find the features of interest. Furthermore, many of the critical features determining the behavior of a given simulation are three-dimensional, multi-variate coherent structures interacting together in a non-linear fashion. Volume-based rendering techniques and feature detection methods are needed to extract and render the dynamical properties of climate simulations in a manner that elucidates the essential 3D structures and their interactions to the scientist. For example, the thermoclinic conveyer belt is a time-evolving coherent structure, which spans several oceans across globe and is responsible for a very large fraction of the earth's heat flux. A significant amount of resolution is required to accurately resolve this feature, and thus, the simulation data, which will be produced, is unlikely to move between institutions with much alacrity. Thus, to engage the best minds across the country in understanding critical global climate features, such as the thermoclinic conveyer belt, intuitive tools to find, analyze, and visualize climate simulation data must be made available. The technical objective outlined in the Corridor One proposal go a great distance towards satisfying this requirement for the global climate simulation community.

2.4.2 SSI ( Combustion Simulation

Current fluid dynamics codes on existing architectures generate data at over 100 megabytes per second; with the next generation computational hardware, new simulation codes will generate Petabytes of data. Current practice in combustion modeling for analyzing the results of large-scale computations does not effectively scale to larger data sets that will be generated by the next generation of computing resources. Typically, when a large computation is made, some pre-specified temporal sampling is specified and at those prescribed intervals, the entire state of the system is saved to secondary storage.  This data is subsequently migrated to tape for archival storage. For analysis, a subset of these archived snapshots is downloaded to a workstation for both graphical and quantitative analysis. This paradigm fails to scale in several important ways. First, as the data sets become sufficiently large an accurate spatial representation of the data cannot be effectively visualized by a typical workstation: the entire set of data will not fit onto the workstation. The combustion scientist is forced to work with both temporally and spatially sampled data, which reduces the fidelity of the data and limits its usefulness. This effect can be mitigated by resampling the data archive and possibly re-running part of the computation to zoom in with higher resolution to regions of interest; however, with current tools this is a painful and time-consuming process.  A second difficulty with this paradigm is that it effectively prohibits distributed collaboration for the analysis of data.

Combustion data is typically arranged in multi-resolution hierarchical grids. Combustion researchers use a variety of tools to analyze and visualize this data. These visualization tools include parallel software volume rendering of large and time varying data, data sub-setting and selection, and interaction to manipulate opacity and color transfer functions. The spatial nature of most combustion data lends itself to volume visualization. The time varying aspect of the data typically requires a visualization that changes over the temporal space of the data. Visualization of the time varying aspect of the data is a very important tool for analysis of combustion data since it allows researchers to view the complex and subtle interactions that occur during a combustion simulation. The ability to quickly retrieve and volume render these grids for analysis become problematic with the data sets that will be generated in the next generation of computational resources.  The combustion domain provides an excellent testbed application for the Corridor One proposal by virtue of its strong relevance to both the DOE SSI initiative and DOE ASCI program.  The amount of data already generated by this area is approaching the limits of what traditional users can manage, and does not address the notion of working in a collaborative manner.  We therefore believe for the combustion program to continue to push forward in its effort to address the development of more efficient combustion systems, and to address pollution control for our nation and the world, much of the technology and research outlined in the following proposal needs to be integrated into the combustion simulations of the future.

2.4.3 SSI ( Plasma Science

The advanced computational resources targeted by the DOE Plasma Sciences program have the potential to truly revolutionize fusion research by:[image: image4.wmf]Turbulence reduction via sheared plasma flow (A),

compared to case with flow suppressed (B).

Results obtained using full MPP capabilities of CRAY

T3E Supercomputer at NERSC [Z. Lin et al., Science
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 Improving scientific understanding of experimental data; Stimulating new theoretical ideas; and providing the most attractive and cost-effective designs for future facilities. In order to maximize the effectiveness of simulation/experiment comparisons, it will be necessary to greatly improve visualization capabilities in general and remote visualization resources in particular. The development of a productive computing environment in this area can benefit from the experience gained from initiatives such as the HPCC Grand Challenges and DOE ASCI. As in these initiatives, a successful effort in the DOE Plasma Sciences program will require an application development environment that will involve multiple institutions. Hence, efficiency will demand shared-resources capabilities that will allow maximal use of available computing platforms to visualize key simulated and experimental data from multiple institutions -- both nationally and internationally. To ensure the fidelity of the science, it is essential for the applications to be rigorously validated against experiments. Hence, connectivity to experimental data and state-of-the-art tools for data visualization, mining and manipulation will be indispensable. In particular, developing the means of dealing with the “data glut” in the interactive exploratory visualization of Terascale simulations, including image rendering, must be developed. At present, the plasma science applications communities do not generally have the resources to provide for the visualization (and especially the remote visualization) needs just described. The collaborative program proposed here involving the Princeton University Computer Science Department and the Princeton Plasma Physics Laboratory, (the DOE national laboratory for fusion energy science research) would provide an excellent foundation on which to develop the requisite capabilities. 

2.4.4 ASCI ( Requirements for Distance Visualization

[image: image5.wmf]Volume rendering of 3D Rayleigh-Taylor instability using

the Los Alamos Rage code.

The visualization requirements of the ASCI program are enormous and much effort has been spent to address the challenges of interactive visualization with data sets of up to a billion cells. Although good success has been made in the local visualization of large data sets in a static manner, more work is required to efficiently stream data from disk subsystems into large-scale visualization engines to visualization the dynamic evolution of weapons physics. Adding the challenge of distance visualization to this equation requires a new approach that extends beyond the current local solutions at each of the DP laboratories. Figuring the correct “break” in the visualization pipeline when data goes from LAN to WAN and the necessary distributed computing which must occur on each side to maintain seamless interaction with the data is a new challenge which extends beyond the current local solutions support by the ASCI NEWS and DVC programs. Addressing this challenge will be essential to the many open users in the ASCI program spread across the nation. Fortunately, many of the large-scale drivers in ASCI are aligned well with the large drivers in SSI – we expect nearly 100% reuse of Corridor One technologies across the ASCI and SSI problem domains.

2.4.5 ASCI ( Los Alamos National Laboratory Test Code

[image: image6.wmf]Neutron transport in a

uranium sphere.

For the initial stages of the Corridor One effort, Los Alamos will be deploying MC++: a parallel Monte-Carlo neutronics code. Neutronics simulation is of interest to DOE defense program activities and thus MC++ provides the Corridor One community with a representative simulation of interest to ASCI. This code is built upon the Parallel Object-Oriented Methods and Applications (POOMA) framework that provides the user transparent parallelism and scalability across multiple platforms. This code is currently configured with the Parallel Application Workspace (PAWS) environment which provides a transparent run-time mechanism for interacting with the code and sharing data across parallel streams – including run-time parallel visualization of a parallel code. This capability is built on top of the Nexus library, and thus, is already partially integrated with technologies that are fundamental to Globus – the Grid solution that will be utilized by Corridor One. MC++, having been built on POOMA and integrated with PAWS, will be easy to distribute and scale across the many sites involved in the Corridor One effort. Furthermore, this code is configured with object-oriented I/O and dynamic, run-time attach methods that will kick-start our approach to binding Grid-based tools for remote execution, run-time access, and data sharing. The code contains both a mesh and a particle-based abstraction, providing the visualization tools a variety of physical contexts to render. Furthermore, the amount of particles being tracked in any given simulation typically exceeds, by a wide margin, the number of pixels available on user screens – hence, the code acts as a good driver for progressive refinement techniques. Finally, the code was the first code to scale across all three ASCI Platforms (Intel, IBM SP, and SGI) and is capable of scaling up to a huge number of processors – this also provides the Corridor One community with an added challenge – how to remotely visualize a simulation, running across thousands of processors, in either a run-time or post-processing mode, This code is a very relevant code to the ASCI program and will act as an effective ASCI driver towards the Corridor One solution.

2.4.6 ASCI ( Center for Astrophysical Thermonuclear Flashes

[image: image7.wmf] View from inside a simulated supersonic fluid jet,

showing the Kelvin-Helmholtz instablility.

The goal of the Center on Astrophysical Thermonuclear Flashes is to investigate the problem of thermonuclear flashes on the surface of compact stars.  The problem spans a wide range of physical phenomena’s and technical problems of interest to the ASCI community.  Due to the complexity of the problem, much of the current numerical simulations in this area have only been done in two dimensions [Fryxell82a, Fryxell92b, Shankar92, Shankar94, Glasner95, Boisseau96, and Glasner97].   The UC Flash Center plans to focus its computational investigation of these problems in high resolution and three dimensions.  The center is actively pursuing the use of adaptive multi-resolution methods as the primary technology on which to build its next generation simulations.  Currently simulations are on the order of 10 million cells with individual datasets approaching ~GB in size per timestamp and entire run involving the production of ~1000 timesteps. A typical dataset contains more than 20 individual variables of interest to the scientist, with more than an equal number of derived quantities.  Future generations of the FLASH codes will scale to 1 billion cells with single timestep datasets on the order of 10GB for the same number of timesteps.  The size of the individual datasets are not growing in size in proportion to the increase in resolution, this is due in part to the use of multi-resolution computational meshes, the structural complexity of the datasets is however increasing. What this means to the computational scientist during the exploration, navigation, analysis phase of research is a shortage of available tools and visualization infrastructure. 

The UChicago Center on Astrophysical Thermonuclear Flashes provides an excellent application testbed component for demonstrating progress in Corridor One distance visualization research. Computational Astrophysicist’s located at the UChicago in collaboration with both the Argonne part of the Flash Center and the researchers working on Corridor One, form a perfect opportunity for testing remote and distributed rendering (see section 3.5.4.1) and the use of compression for visualization streams (see section 3.5.5.4). Work in remote immersive visualization (see section 3.5.4.5) and the use of progressive refinement (see section 3.5.4.2) can easily be prototyped over the short yet geographically separated work environments.  The MREN 155 Mb/s connection between ANL and UChicago provides a controlled infrastructure on which the ASCI researchers at UChicago can collaborate with researchers at ANL and UIC in testing out the work proposed in the high-end collaborative visualization environments (see section 3.5.5.1), and collaborative dataset exploration and analysis.  Finally because of ANL’s large data-storage system, much of the FLASH Center’s data will be housed at ANL for later investigation and exploration, which in turns provides a testbed for the work in dataset organization for fast navigation and exploration (see section 3.5.4.6). 

2.4.7 ASCI ( Center for Accidental Fires and Explosions

The University of Utah has created an alliance with the DOE Accelerated Strategic Computing Initiative (ASCI) to create the Center for the Simulation of Accidental Fires and Explosions (C-SAFE). It is focusing specifically on providing state-of-the-art, science-based tools for the numerical simulation of accidental fires and explosions, especially within the context of handling and storage of highly flammable materials. The objective of the C-SAFE Center is to provide a system comprising a problem-solving environment in which fundamental chemistry and engineering physics are fully coupled with non-linear solvers, optimization, computational steering, visualization and experimental data verification. The availability of simulations using this system will help to better evaluate the risks and safety issues associated with fires and explosions. Our team will integrate and deliver a system that will be validated and documented for practical application to accidents involving both hydrocarbon and energetic materials. Although the ultimate C-SAFE goal is to simulate fires involving a diverse range of accident scenarios including multiple high-energy devices, complex building/surroundings geometries and many fuel sources, the initial efforts will focus on the computation of three scenarios:

· Rapid heating of a container with conventional explosives in a pool fire (e.g., an atomic bomb involved in an intense jet-fuel fire after an airplane crash), 

· Impact and ignition of a container with subsequent explosion and firespread (e.g., shelling of a mine storage building by terrorists), 

· Heterogeneous fire containing a high-energy device (e.g., ignition of a containment building in a missile storage area).

[image: image8.wmf]3-D "Virtual Smoke" Visualization of Gas Combustion

The computer science effort will focus on a system development framework which combines target architecture performance analysis tools at the lowest level with an integrated, higher level scientific problem solving environment to provide interactive computational steering, visualization and large data set analysis capabilities. The C-SAFE system requires a computational infrastructure that can support multi-physics modeling of large- scale, complex phenomena. C-SAFE models the physical complexities from the molecular level of HE materials, through millimeter-sized representations of the container, to the meter-sized representations of the fire spread. At each of these levels, the simulations will involve up to 109 discrete mesh points. Due to the multiple scales, the spatial requirements may exceed the terabyte range for the full simulation. The computation will also require 1010 time-steps to compute the physical time scales ranging from microseconds to minutes or hours. Thus the storage requirements far exceed the capacities of most computing facilities. Not only are the memory and storage requirements at the Terascale, the computational demands are also on the order of tens to hundreds of TeraFLOPs. When these requisites are compounded with the visualization needs, successful realization of the C-SAFE system involves dataset management, model building, simulation, and visualization at the Terascale level.

Utah has recently been named the site of the first SGI Center for Visual Supercomputing which means that the C-SAFE teams has direct, on-site access to both a 60 CPU Origin 2000 with eight Infinite Reality Graphics Engines and a 64 node IBM SP with 13 Gbytes of memory. The faculty have extensive, proven background in the microscopic modeling of static and dynamic condensed phase systems; visualization, parallel architectures, and object-oriented scientific programming and macroscopic modeling of combustion and reactive-flow processes. The NSF-funded Advanced Combustion Engineering Research Center is just completing 11 years of operation and the University is home to the world-renowned Henry Eyring Center for Theoretical Chemistry.

2.5 Corridor One Technical Plan 

2.5.1 Overview of  the Corridor One Applications Testbed 
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The Corridor One effort is built on the deployment of a six-site testbed.  Each Corridor One site will have one or more high-end visualization environments ANL (CAVE, ImmersaDesks, High-end Parallel Display Wall, Low-end Display Walls); LBNL (ImmersaDesk, High-end Display Wall); LANL (CAVE, Immersive Workbench, High-end Display Wall); Princeton (High-end Display Wall, Network Attached Disk System); UIC (CAVES, ImmersaDesks, High-end Display Wall, Low-end Display Wall); Utah (High-end Display Wall, Immersive Workbench) and the local computer and storage systems to drive them.  To interconnect the Corridor One sites we will use ESnet, MREN and vBNS networks. The Corridor One Team proposes to during the first year to: Install Grid middleware (e.g. Globus Services, QoS infrastructure, etc.) at each Corridor One site and work with the network providers and DOE NGI testbeds to insure any intermediate networking interconnection facilities are also Grid enabled, Test basic Grid middleware functionality across Corridor One sites ; Characterize (i.e. measure bandwidth, latency, jitter, etc.) existing networking between all pairs of Corridor One sites and organize any remedial network engineering at our local sites, ESnet and NLANR/vBNS/MCI needed to bring each site up to maximum rated throughput, aggressively use this baseline performance data to judge our progress in utilization of these resources for remote visualization systems; Develop a detailed applications demonstration plan that will involve more than one Corridor One site for each application test (e.g. determine for each area which sites will have data, and which will view visualizations remotely, and which will collaborate, etc.); Advance the development efforts in the core Corridor One technology areas (e.g. QoS for multistream visualization applications, distributed and high-performance rendering, remote visualization methods, collaborative visualization environments, large-format network attached displays, image and visualization object stream compression, multiresolution and progressive refinement techniques, and Grid middleware); Integrate visualization software and Grid tools into prototype software framework for Distance Visualization Demonstrations; Conduct extensive applications experiments on the Corridor One Distance Visualization Testbed including phase one of Three Phases of  Applications Experiments (3 or 4 applications per year will be tested); For each applications domain area (e.g. ASCI, SSI) we will:

· Collect relevant problem datasets and determine possible visualization modalities

· Develop remote scientific visualization and analysis scenarios with the end users, 

· Prototype a distributed collaborative visualization application/demonstration 

· Test the application locally and remotely with variable numbers of participants and sites

· Document how the tools, middleware and network were used and how they  performed during the tests

· Evaluate the tests and provide feedback to Grid middleware developers, visualization tool builders, and network providers

The Corridor One team will hold several workshops during the proposal period on applications of NGI technologies and research for supporting remote and distributed scientific visualization to enable collaborative data analysis of simulation datasets, these will be open workshops announced to the DOE community.

2.5.1.1 Core Technologies

In addition to developing the applications testbed, the Corridor One project will pursue a set of core technologiy investigations aimed at developing and refining methods and techniques for distance visualization including work in: remote and distributed rendering, progressive refinement techniques, image based rendering, compression for visualization streams, remote immersive visualization, and techniques for organizing datasets for fast remote access.  We will also develop some supporting technologies needed for fully collaborative distance visualization corridors, including: high-end collaborative visualization environments, techniques for collaborative dataset exploration and annotation, user interfaces and computational steering software, protocols for network attached framebuffers and techniques for integrating Corridor One distance technologies with existing visualization packages. Continued development of Grid middleware is also critically important and will be supported under this project, including work to improve multicast protocols for fast distribution to multiple sites and new tools for monitoring the use of network resources during high-bandwidth sessions.

2.5.2 Proposed NGI High-Level Software Architecture

Our experience developing and using both successful Grid services (e.g., Globus) and substantial Grid applications convinces us that the definition of such an Integrated Grid Architecture is essential if the scientific community is to adopt and profit from next generation internet environments.  Without this architecture, we will continue to see a range of inadequate, fragile stovepipe systems; with it, we can hope to see broad deployment and adoption of fundamental basic services such as security and network quality of service, and sharing of code across different applications with common requirements.  We believe that the DOE’s NGI program represents an unprecedented opportunity to create and deploy such Architecture, and have developed this proposal with that goal in mind.

The Emerging Integrated Grid Architecture 

(Grey area denotes the rough scope of the Corridor One Project)
[image: image11.wmf]Pressure values in 
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The research proposed here complements other proposals submitted by colleagues at ANL, LBNL, and other institutions.  These proposals have been developed with the collective goal of defining and implementing an Integrated Grid Architecture for advanced network applications.  This architecture promotes the development of high-performance, reliable, network-aware application and the sharing of code across disciplines by the definition of a layered architecture comprising four principal components:

1. At the Grid Fabric level, we have primitive mechanisms that support high-speed network I/O, differentiated services, instrumentation, etc.  The services provided at this level do basically today’s Internet; in addition, relevant services (e.g., scheduler interfaces that support advance reservations), provide those at the end systems connected by the Grid.

2. At the Grid Services level, we define a suite of common Grid-aware services or middleware that implement basic mechanisms such as authentication, authorization, resource location, resource allocation, and event services.  The Grid Information Service and Grid Security Infrastructure being defined by the Alliance, IPG, and Globus projects are examples of such services.  (The Grid Information Service defines standard representations and access methods for information concerning the structure and state of Grid resources; the Grid Security Infrastructure uses public key infrastructure mechanisms to support single sign-on to resources located in different administrative domains.)

3. At the Grid Application Toolkit level, we define a range of toolkits that provide more specialized services for various applications classes: e.g., data-intensive, remote visualization, distributed computing, collaboration, problem solving environments, remote instrumentation.  These toolkits are intended to define both common abstractions and specific services that will facilitate application development and component sharing within specific disciplines; they (hopefully!) reduce the size of the current barriers to application developers to the point where ordinary developers can quickly develop Grid-enabled applications.

Finally, specific grid-aware applications are implemented in terms of various Grid Services and Application Toolkit components (see the next section). 

2.5.3 Distributed Software Environment

In Figure 2, we present a prototype integrated but distributed software environment to support large-scale distance visualization. The main components of this system are data servers, data analysis and manipulation engines, visualization servers and visualization clients and display device and environments.[image: image12.png]


 Each stage in this distributed system is interconnected by high-performance networking supporting various types of advanced services, such as bulk data transport, data streaming services, multicast services, stream compression services and quality of service or diffserv capabilities [Zhang97, Branden96, Guerin99, Hafid98, Ferrari97].  We briefly describe the functions of each stage below.

Data Servers provide high performance network access to data. They many be highly parallel mass storage systems, real-time instruments or interactive simulations [Reed97, Johnston99].  Data coming from these servers may need to be “rearranged” before it is further processed.  Future data servers will provide high-speed access to large blocks of data and metadata.

[image: image13.wmf]Global Ocean salinity results from Parallel Ocean

Program (POP) simulation run. (LANL)

Analysis and Manipulation Servers can be used to transform data for viewing by physically rearranging it, sampling or interpolating it, and translating from one representation to another.  They can also be used to automatically search for features in the data and to encode content related  metadata to accelerate browsing and navigation.  As dataset size increases the need to transform data prior to visualization is becoming increasingly common and the transformations increasingly complex, it is possible that in the future specialized manipulation architectures many be needed here to achieve the needed performance levels.

Visualization Servers provide backend or remote services for visualization.  Depending on the visualization techniques used, the bandwidth between the server and client, and the available computing power the traditional visualization/graphics pipeline will be split between these two functions. In some cases the visualization server performs all the steps of the visualization and simply transmits images in others a more complex functional decomposition between client and server are used. Here in figure 2 we depict a number of specialized visualization servers each able to communicate with each other and their respective clients. 

Visualization Clients communicate with their paired server to provide the front-end processing needed to display images, and support user interactions.  In some image based rendering schemes, for example the client would be responsible for rendering the final image from geometry and texture data provided by the server.  The client may also provide hints to the server about user intent and help the server optimize processing.
Display Device Interfaces permit the visualization client to display images on a variety of display environments without requiring specific drivers for each device.

Advanced Networking Services are used between stages in the visualization pipeline for data transmission, compression and synchronization.  It is these functions that require NGI capabilities for distance visualization.

2.5.4 Distributed Visualization and Data Manipulation              (All Corridor One Sites)
The core of our proposal is the rapid deployment into an applications testbed, new techniques for enabling distance visualization. We refer to “distance visualization” as any time that one or more users of a visualization system are remotely located from any elements of the visualization pipeline (i.e. data source access, analysis processing, visualization processing and displays).  This situation is the normal case for most users of high-end systems and thus the distance visualization problem is the general case, whereas the situation when all elements of the system are local should be viewed as an optimization. We will explore a set of technologies that are aimed at both reducing the amount of data that needs to be transmitted across the network to accomplish some visualization task (e.g. raw data, geometry, images, etc.), and reducing the latency for interaction and navigation through large datasets (e.g. progressive refinement, multiresolution, feature-to-feature navigation, etc.).  While these ideas are being pursued in one form or another at each of the Corridor One sites, this project will provide the resources, to integrate them for testing and comparisons, to validate them on real applications data and to test these ideas on real wide area networks.  Emerging concepts that will also be investigated are those of reactive or network aware algorithms that can change behavior in response to feedback from the network services moment to moment aimed at optimizing the users experience in spite of variable networking performance [Taylor96, Defanti99].

2.5.4.1 Remote and Distributed Rendering                                (ANL,LBNL,  LANL*, Princeton, Utah)
Remote visualization solutions use client/server architecture. If possible, users will avoid the remote visualization problem by transferring simulation results from the server and use local resources instead. The current and projected sizes of ASCI and SSI datasets and the capability of most user’s locally available computing resources make this an unworkable solution.  Either parallel-computing resources of the scale of those used to create the dataset or specialized graphics hardware must be used for visualization and analysis. In order to provide access to these powerful supercomputing and graphics resources we propose to create a parallel visualization server that supports a collection of visualization methods for remote users. The server will be available to multiple users to visualize simulation results both in interactive and batch modes. The server will use parallel visualization components developed at the multiple proposed sites and be built on top of an implementation of DOE 2000’s common component architecture standard to compose, schedule and execute these components [Armstrong98]. For example, Los Alamos and Argonne are currently leveraging and augmenting the visualization toolkit (vtk) [Schroeder97] to create parallel visualization and virtual interface components and the University of Utah team is currently working on parallel versions of visualization components from the SCIRun environment [Johnson99]. 

The technical challenges of building a parallel visualization server include defining a server protocol for creating job requests and scheduling resources for remote users, designing new parallel components which support remote visualization and creating components from existing software. An opportunity afforded by the server is the possibility of optimizing the servicing of multiple user requests. For example, if multiple users are visualizing the same dataset it can be more efficient to schedule a single shared parallel visualization program that produces multiple results instead of scheduling multiple independent serial programs. 

The most common use of the parallel visualization server will be to create streams of images for remote users.  For example, a unique aspect of this proposal is the ability of the server to provide remote users with scheduled access to multiple hardware graphic pipes to generate image streams.  With this capability, a remote user could schedule four graphics pipes to interactively volume render a 5123 cell simulation result into a 512x512 image at 3 to 5 frames a second. This is a significant reduction in the bandwidth required  (i.e. a 5123 dataset versus a 5122 image) and is representative of the possibilities afforded by a parallel visualization server [Taming98]. Multiple hardware pipes are also useful for creating the multiple image streams required for CAVEs and high-end multi-wall displays. Other types of parallel visualization server output streams include deep images, geometry (such as isosurface or streamline results) [Hinker92] and subsets of simulation datasets. 

Protocols for Remote Visualization 
The goal of this research component is to define and investigate the tradeoffs of protocols for remote visualization of large datasets and remote collaboration on scalable, high-resolution, wall-size display systems among multiple sites across the next generation internet.

Rationale 

The main research problem is how to communicate among large-scale, heterogeneous, remote computer systems.  This is a critical layer to support data visualization and telepresence.  In the data visualization case, a powerful compute server may generate enormous data sets and send them to the parallel render of the display wall for users to visualize.  In the telepresence case, two or more parties may connect the parallel rendering systems of their display walls together to communicate with each other.  The challenging question is at which rendering stage the communication should take place, what compression method is effective, and what is the most efficient way to communicate.

We plan to investigate four approaches for the inter-system communication by exploring communication at all four stages of the rendering pipeline, as shown in the following figure.
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Figure 3 Classical Computer Graphics/Visualization Pipeline

The first method is to send pixels to the frame buffers of destination display systems directly.  The source systems run their own applications such as simulation, visualization, graphics, or multimedia applications.  These applications will generate graphics primitives, render them into pixels, and distribute them to the display processors directly.  This method lets remote applications to bypass the rendering stages of the display systems completely. Existing video streaming protocols are such examples.  However, existing compression protocols such as MPEG-2 are designed for video; its compression may cause loss of details.  It is not clear, whether the quality is good enough for data visualization.  Furthermore, the encoding of MPEG-2 would require a lot of computing power because the display resolutions of our systems are typically an order-of-magnitude higher than the existing display standards.  

The second method is to send 2-D primitives to the rasterization processors of destination display systems.   In this case, the source system must generate 2-D rasterization primitives, sort them in screen space according to the display system tile coverage, and then transmit them to the appropriate rasterization processors.  In order to minimize communication when visualizing large datasets or telepresence, we need to develop communication protocols that allow 3-D rendering software to take advantage of frame coherence to avoid sending duplicated 2-D primitives.   In other words, the protocols allow applications to send either primitives or references to primitives previously sent.  The potential advantage of this approach over the first approach is that it is easier to detect duplications between frames, so compression could be done efficiently without requiring a lot of computing power.

The third approach is to communicate with the geometry processors of the remote display systems, sending them unsorted graphics primitives (e.g., OpenGL).  The simplest implementation method is to build a dynamic linking library to intercept OpenGL calls and send them to the renderer of the display system as Remote Procedure Calls.  With such an implementation, one can have existing applications running on remote systems without modifying the application code.  To minimize communication, this approach needs to perform as much culling as possible to reduce the depth complexity.  Similar to the second approach, the protocols for this approach needs to allow scene manager level software systems to explore frame coherence to avoid sending duplicated 3-D primitives.

The last approach is to communicate with the remote display systems by sending high-level primitives.  Examples of such primitives are VRML and Java-3D.  An important task of this approach is to evaluate existing industry standard of high-level primitives to determine whether they fit our visualization and telepresence applications and define our own high-level primitives if there such a need.  Another task is to investigate how to perform compression to minimize communication.

An important aspect for each case is to study how to communicate with the display wall system via multiple communication links in parallel.  This is important to the visualization tasks for the ASCI and SSI applications since a single communication link is unlikely to satisfy the requirements of the ASCI/SSI-class visualization.  We plan to work together with the visualization researchers in the three national labs to understand the ASCI/SSI-class visualization requirements and develop APIs and protocols for such parallel communication.  

Related Work

Closely related work to our research on inter-system communication includes remote procedure calls and mobile code. Early studies on RPC mechanism [Nelson81, Birell84] and remote operations [Spector82] formed the foundation of language support for remote executions.  The recent work on Network Objects [Birrell93], COBRA [Siegel96] and Java [Gosling96] has studied flexibility, security and interoperability of object-oriented remote executions. Virtual Reality Modeling Language (VRML) consortium [VRML] created an open standard based on the SGI Inventor’s format to provide language support for remote graphics modeling on the internet.  Our colleagues at Stanford recently developed parallel API extensions to OpenGL to provide parallel streams of input while supporting synchronization [Igehy98].

Early work on remote collaboration systems such as Liveboard[Elrod92] and VideoDraw projects [Tang93] have demonstrated how to use shared spaces in a collaborative environment, but they did not address the issue how to visualize large amount of data using a low-bandwidth communication link.  LBX was proposed to extend X-window to run on a low-bandwidth network by using a proxy to perform caching and compression [Fulton93,Kantarjiev93].

2.5.4.2 Progressive Refinement Techniques                                                  (ANL, LANL*,LBNL, Utah)
Large-scale simulations are producing data sets that exceed our ability to move, store, and visualize data. Furthermore, data sets are becoming so large that our scientists are faced with a sea of data that is becoming increasingly impossible to navigate. To obtain interactivity on these large data sets, particularly over a network, requires a coherent strategy for selectively reducing the size of the data sets while still retaining their essential features.  Multiresolution data representations and algorithms provide this ability. With a multiresolution infrastructure, a remote user can progressively transmit a dataset; first visualizing a qualitative low-resolution dataset representation followed in sequence by more quantitative higher-resolution representations.  The user can refine the transmission process, directing the infrastructure to provide finer resolution in an area of interest [Cignoni97, Hoppe96].

The first challenge in creating a multiresolution infrastructure is to identify appropriate classes of multiresolution representations for datasets from physics simulations. By capturing the essential features of the data, good representations exploit spatial and temporal coherencies to drastically reduce data transmission sizes. At the start of the project, we will use existing multiresolution representations (such as wavelet-based representations) [Zhu97, Ihm98] to represent user datasets and obtain feedback on the quality of the representation. Concurrently, we will investigate improved representation methods that can efficiently handle discontinuities. In addition, we will develop error criteria for guiding the refinement of a multiresolution representation. These advances will be used to improve our initial prototype representations.

A second challenge in creating a multiresolution infrastructure is the creation of multiresolution algorithms. Some of the specific algorithms under investigation will include: frame-rate-dependent selection of visual resolution level (based on network and resource availability), drill-down analysis for retrieving details from selected regions of the simulation based on the user’s level of interest and viewing parameters (e.g. via culling, proximity, magnification) [Zhang97], mapping multiresolution structures into existing high-performance rendering methods (which often assume a more uniform data structure) and providing visual representations of error estimates.  Traditionally, support for interaction with multiresolution datasets is embedded in algorithms using non-portable, implementation-specific code. In concert with our algorithmic work, we propose to extend existing high-performance component architectures to support multiresolution components. Thus, dynamically composed multi-resolution components would automatically provide a progressive, user-directed data transmission mode for remote users to solve their specific analysis needs. 
2.5.4.3 Deep Images and Image Based Rendering                                                   (LANL, UIC, Utah*)
Consider a high-performance computational resource at one of the DOE sites being used by researchers at another DOE site or university.  When visualizing the results of a large-scale simulation, the dataset, typically ranging from >200MB to >1GB per time step, can be transferred from the HPC resource to the remote workstation for visualization. However, the enormous data size is an impediment to this mode of operation [Hansen93]. Alternately, the visualization operation(s) can be performed at the HPC resource and the geometry transferred to the remote workstation for rendering [Hinker93, Hansen91, Hinker92, Forslund92]. However, the extracted geometry can be even larger than the underlying data. For example, a typical isosurface for a 10M-zone simulation step can have greater than 1M polygons. Each polygon needs 96 bytes of information resulting in 60MBytes per isosurface [Hansen91]. Typically, multiple isosurface are analyzed simultaneously resulting in transfer sizes, which typically also overwhelm the available network bandwidth. Another solution is to render the geometry at the HPC site and transfer an image to the remote workstation [Ortega93, Painter96].  A static image is very simple and quick to transfer, since a 1kx1k image is only 4MBytes, but this allows little opportunity for interaction on the remote workstation. 

An alternative method which leverages the distributed computing capabilities allows interaction on the local workstation (potentially a PC with and OpenGL accelerator) while utilizing the computational power at the remote site. Our proposed method involves applying Image Based Rendering techniques to this problem. Rather than depend on pure image interpolation which requires an extensive number of reference images (such as the Light Field or Lumigraph), one can leverage the idea of a 'deep pixel' incorporating both geometry with color/alpha information. We propose to compute a set of images on the remote site using a visualization server or other large computational resource (such as parallel rendering). Rather than simply sending an image to the local workstation/PC, one could send both the image and some simplified geometry to the local workstation. The advantage of this approach is the user at the local workstation/PC has the ability to interact (rotate/translate/potentially query) with the visualization rather than simply look at a static image (or set of static images). 

The simplified geometry can be rapidly extracted at the remote site by reading the z-buffer when rendering a new frame. This provides a dense mesh upon which one can perform mesh simplification or decimation. This drastically reduces the geometry while still providing a coherent basis for the reprojection of the original image using texture-mapping hardware available on even low-end PCs. By employing a limited number of multiple views, solid objects can be visualized in an interactive fashion even over low-speed connections. While it's true the latency between frames would still be high, the use would be allowed to interact with the data present at the local workstation/PC.

We propose to explore such a system based upon using OpenGL clients (both SGIs and PCs with graphics accelerators) on the local side while computing the image and reference geometry on the remote side initially using a high-end SGI workstation such as an Onyx-2. As previously indicated, the remote side computation could easily be done with any high-end resource. The open research problems with this method are a fast mesh simplification method, determining the minimal view set to allow arbitrary rotation at the local workstation, and compression schemes for the simplified geometries and images. 

2.5.4.4 Compression for Visualization Streams                                       (ANL, Princeton, UIC*, Utah)
Based on the output of today's current state-of-the-art and next generation simulations the amount of data generated for analysis is beyond the capabilities of today's visualization end-points. These requirements exceed the memory and/or computational capacity of typical individual visualization systems, thus requiring either offline or remote rendering pieces of the data. In addition, this data is often not co-located with the visualization system, therefore requiring large data transfers.  It is for these reasons that section 3.5.4.1 outlines the use of remote and distributed rendering. Remote visualization however, carries with it the implicit assumption that there is adequate bandwidth to deliver the streams of rendered frames to the end-points requesting the visualization. Providing this bandwidth is the challenge, for example, a typical 1Kx1K framebuffer of 32-bit depth occupies approximately 4Mbytes of memory. Sending a sequence of animation frames at 10fps would require a bandwidth of 320Mbps approximately half of the available bandwidth of an OC12 network. This implies that unless we scale down the images to a resolution possibly too poor to discern details, only two people can view a detailed, streamed animation at the same time. The problem is further worsened when we attempt to stream the output to an immersive or high-resolution display system. Worse still, the amount of data increases again when a collaboration component is added, and the information needs to be delivered to each member of the collaboration.  It is therefore a necessary requirement of next generation visualization systems to provide a mechanism for compressing the visualization streams. 

Apart from increasing the bandwidth of the underlying network, other ways to mitigate this problem include using image-based rendering techniques (section 3.5.4.3) and/or real-time, low-latency, compression and decompression of the images.  The current generation of remote rendering systems cannot yet create images from ASCI/SSI data-sets in real-time, therefore we propose to start with an investigation off streaming pre-compressed animation frames using standard motion-JPEG or MPEG formats. These streamed frames will then be decompressed at the visualization end-points using hardware decompressors. This initial attempt will allow the investigation of what requirements are placed on an end-point visualization system in order to handle the displaying of real-time streams. In the case of a CAVE, one decompressor can be assigned to each wall of the CAVE.  A second effort would be centered on the construction of multiprocessor based software decoders with the goal of expanding the platform base making use of remote rendering. Following from this would be the construction of real-time encoding and decoding of streams as generated by remote resources. Layered across all three of compression investigations is the development of visualization clients that account for “human-in-the-loop” selection of viewpoints and navigation techniques. Initially for first part this could involve data selection and pan/zoom capabilities for precomputed images, followed by successively more advanced techniques as the generation of the streams approach real-time.  In parallel to the investigations of compression techniques applied to precomputed images, an effort will be centered on the notion of geometric compression and simplification applied to visualization streams.

2.5.4.5 Remote Immersive Visualization                                                         (ANL*, LANL, UIC, Utah)
Immersive environments have a long history of demonstrating qualitative results in their usefulness for the navigation and exploration of data [Cruz-Neira93], and efforts are underway to quantify this usefulness [AVTC]. The qualitative results to-date provide enough encouragement to continue to investigate, develop, and deploy immersive visualization tools and systems; and this means addressing the next generation of datasets. It is our belief that one advantage of immersive scientific visualization environments over traditional workstation tools, is the amount of information that can be presented to the user.  This assumption falls directly in line with expected increase in dataset size and resolution. As mentioned earlier, datasets generated by the simulations of the ASCI and SSI initiatives will begin to approach sizes that are prohibitive for replication at each site doing analysis.  Therefore, datasets will be housed at sites with large data storage capabilities, and ideally analysis will occur wherever the user happens to be. In the case of immersive visualization, the analysis will be tied to hardware infrastructure needed. 

Immersive visualization systems such as the CAVE require significant infrastructure for deployment.  This includes modifications to the physical space, as well as large graphics supercomputers to enable its productive use.  As part of the CorridorOne proposal it is our goal to investigate the use of remote visualization to support immersive experiences.  This means being able to address the various components of immersive environments.  These issues include the generation of interactive stereo views of the data.  The interactive nature of immersion provides an excellent testbed for stressing the underlying grid infrastructure, this includes use of reservation systems and QoS guarantees.  Immersive environments are extremely intolerant of latency in the system.  Each component of the system is strongly coupled to the others and as delays are introduced, they propagate quite rapidly [Taylor96]. Based on this remote immersive visualization introduces many constraints on the system and the underlying grid technology.

We propose to investigate the use of remote immersive visualization to enable the exploration and navigation of datasets at a distance.  We plan to do this through a strong coupling to the research areas of IBR and deep-pixels technology, and remote and distributed rendering as outlined in this proposal.  A solid connection to the underlying grid infrastructure will also be developed to insure the requirements of the immersive environment are met.  This means the development of a control channel for the reliable transmission of user information to the remote rendering service, enabling information on user location and orientation out of band of the network connection transmitting the visual information.  The remote immersive visualization research will center around the layer needed to tie the work done in the other remote rendering areas, to the grid infrastructure to support the real-time constraints of interactive immersive environments.

2.5.4.6 Data Organization for Fast Remote Navigation                                          (ANL, LANL*, UIC)
In executing multi-resolution techniques, keeping the visualization pipeline busy – whether the end-user is local or remote – is a daunting task. For example, at Los Alamos, the 16 Infinite Reality visualization system requires a sustained speed of 5 GB/sec of Disk I/O to impedance match the memory to texture memory transfer within the SGI system. This assumes a straightforward mapping of data on disk to voxels. Now consider the complexity of hierarchical representation, navigation of a multi-resolution set of basis functions, and the progressive transmission of data – all of this combines to vastly complicate how the data is best stored and retrieved from disk I/O systems and sent across the WAN. A significant part of the research in the Corridor One proposal will center on novel approaches to storing hierarchical representations of data across multiple high-performance disk systems. This will enable the remote user to efficiently navigate through huge data sets by requesting a stream of coarse visualizations which are correlated with a hierarchical representation to enable efficient “drill-down” into regions of interest.

2.5.5 Distributed Collaboration and Display Environments        (All Corridor One Sites)
As simulation science becomes more complex, it is increasingly likely that researchers from multiple locations are needed to interpret and understand the results of a large-scale calculation [Canfield96a, Canfield96b, Disz95, Disz97a]. This means that simple point-to-point remote visualization access techniques need to give way to those that are designed from the beginning to be experienced by multiple users at distributed locations.  In addition, we are experiencing a growth in the number and type of display environments that might be needed to gain maximum insight to a problem.  In some cases Immersive displays (those that surround the user with images in stereo) are the most useful, in others simply large-format ultra-high resolution is needed for data that has many more zones than can be visualized on a workstation screen.  These two factors make the distance visualization problem more complex than if we were simply sending workstation images from point A to point B.  The need to send data to multiple sites means that fast to point to point links need to be augmented with fast techniques for broadcast or multicast the data to many sites simultaneously.  Secondly, the trend towards more complex display environments means that we are not simply trying to send on 1280 x 1024 x 32 bit images at 10-30 fps, but perhaps 10 or 20 times that if measured in raw pixels.  This means that some tradeoffs obvious in the past about when to send raw data, geometry or simplified data or image data no longer hold true and must be re-examined. In addition these new display environments have the ability to simultaneously support human to human collaboration while the visualization is taking place and this further increases the need to better understand how to mange all the types of data that need to be shared to facilitate the analysis tasks [Taylor96, DeFanti99].

2.5.5.1 High-end Collaborative Visualization Environments                                  (ANL, UIC*, LANL)
While the research described in section 3.5.4 focuses primarily on closing the loop between the computing resources and the user, the work proposed here and in section 3.5.5.2 focus primarily on providing tools and techniques to bring ASCI/SSI collaborators closer together. AccessGrid, a large-format display based environment for supporting wide area collaborations under development [AccessGrid] and CAVERN, the CAVE Research Network [Reed97, Stevens97, Leigh99], is an alliance of research and industrial institutions equipped with CAVEs and ImmersaDesks, and high performance computing resources, interconnected by high-speed networks to support collaboration in design, training, education, scientific visualization, and computational steering—using virtual reality. Supported by advanced networking on both the national and international level, CAVERN focuses on teleimmersion—the union of networked virtual reality and video in the context of significant computing and data mining. CAVERNsoft (a Grid application toolkit based on Globus- see section 3.5.6) has become the de facto software standard for CAVERN [Leigh97]. Hence, it can serve as one of the common standards through which the Corridor's high-end visualization systems will be compatibly inter-connected. CAVERNsoft is designed to enable the rapid construction of teleimmersive applications; to equip previously single-user applications with teleimmersive capabilities; and to provide a testbed for research in teleimmersion. The outcome of this research includes new techniques for network quality of service; database access for the recording and intelligent querying of teleimmersive sessions; collaborative information visualization; and mediating time and distance in teleimmersion. One of the issues identified in our current prototypical work with ASCI and SSI is that CAVERNsoft must be extended to handle the large data sets typically used in ASCI problems. Hence, we propose to develop a 64-bit version of CAVERNsoft as part of this proposal. Corridor One teams have developed LIMBO (UIC), and ManyWorlds/Metro (ANL), extensible, virtual, collaborative laboratory tools that allows multiple participants to work together in teleimmersion. They provide the fundamental tools needed for basic collaboration such as virtual representations (avatars), digital audio conferencing, and manipulation of three-dimensional data sets. They are also persistent therefore permitting participants to work asynchronously as well as synchronously and hence increasing the opportunities for collaboration.  LIMBO and ManyWorlds/Metro can serve as the software framework to which modules for the compression of visualization streams and tools for exploratory data analysis can be added. The goal is to provide a system that will allow ASCI and SSI collaborators to collaborate seamlessly and routinely using the full range of available visualization systems- from desktop workstations to high-end immersive displays.

2.5.5.2 Collaborative Dataset Exploration and Analysis                                         (ANL, LANL, UIC*)
Fundamental to the process of experimenting via computer simulations is dataset exploration and analysis, for without out it we will not gain insight. As simulations become more complicated and realistic the need more diverse and specialized developers requires collaboration at both the code development level and the analysis phase. Collaborators are often geographically displaced, because few sites house a domain expert in all the needed areas these. We propose three areas of inter-related research with the overall goal of providing the collaborative interface for exploratory data analysis of large datasets. 

To accomplish this we propose to perform research in: 

· the development and evaluation of techniques to make use of multiple collaborative representations for enhanced multi-participant interpretation of datasets

· the development and evaluation of asynchronous tools to facilitate long term collaborative exploration, discovery, and analysis 

· the development of collaborative teleimmersion applications that integrate with existing dataset exploration and analysis tools.

In collaborative dataset exploration and analysis, participants typically all view and modify the same representation of the data. It is also possible to give the individual participants the power to create and modify their own representations, based on their particular areas of interest and expertise [Leigh96]. It important that in either mode of exploration that user be able to annotate his experience and findings; this provides the user with the ability to reproduce results, and share the discovery with colleagues out-of-band with the investigation [Disz97b, Disz97c].

As part of the exploring and analysis process, Springmeyer [Springmeyer96] has identified that it is crucial create metadata to annotate incremental discoveries.  We propose to provide tools that allow participants to annotate exploration and analysis within high-end collaborative environment in ways that are most amenable to the medium- by using audio, video and gesture recordings. In addition, we propose to develop tools that will allow the querying of these annotations for specific events. The ability to annotate experiences in high-end visualization environments also provides the added benefit of increasing the opportunities for collaboration by supporting long-term asynchronous work as well as synchronous work.

2.5.5.3 User Interfaces and Computational Steering Techniques                                              (Utah*)
Interaction with complex, multidimensional data is now recognized as a critical analysis component in many areas, including computational fluid dynamics, computational combustion, and computational mechanics. The ASCI and SSI computers will have speeds measured in TeraFLOPs and will handle dataset sizes measured in terabytes to Petabytes. Although these machines offer enormous potential for solving very large-scale realistic modeling, simulation, and optimization problems, their effectiveness will hinge upon the ability of human experts to interact with their computations and extract useful information. Since humans interact most naturally in a 3D world and since much of the data in important computational problems has a fundamental 3D spatial component, we believe the greatest potential for this human/machine partnership will come through the use of 3D interactive technologies [Canfield96a, Canfield96b, CRJ:Par98, Parker97a, Parker97b, Parker95, DeFanti99, Lascara99]. 

We will develop improved techniques for steering large-scale simulations with integrated interactive visualization. We will provide a flexible environment so that the scientist can use the same tools to visualize data during the execution of a simulation or after the simulation has completed.  To accomplish our research goals, we will develop both shared-memory and distributed computational steering systems that divide the tasks of computation, visualization, and data analysis. Using such a system, the researcher will be able to interactively guide the simulation and concurrently make changes to the geometric models, computational algorithms, input parameters, and visualization modalities. Additionally, Corridor One is a computational environment, not just a visualization environment. The visualization process
 itself requires substantial computational resources. Many of the methods proposed in other sections of this proposal, such as advanced feature detection and remote visualization, will further increase the computational aspects of the process. Because of this, computational steering is critical during the visualization process as well as being applicable to the actual ASCI codes. We will address issues and methodology that arises in both scenarios. Specifically, we will address the following software and communication issues. 
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Runtime visualization library: To communicate the results of a running program. To do so, the program must be augmented to allow the extraction of meaningful data points during the execution of a program. We will work with the ASCI and SSI PSE infrastructure in making this minimally invasive on applications code and the computational components of Corridor One.

Figure 4 SCIRun dataflow network for a subset of visualization modules (Utah)

Visualization communication library: Develop a flexible communications infrastructure for transferring visualization data (fields, geometry and images) in an efficient manner. This will build on existing low-level communications libraries, such as Nexus, but will define specific visualization-oriented message protocols to simplify distributed visualization programming tasks.

Steering library: Enable a scientist to use the runtime visualization library and the visualization communication library to “check on” running simulations. Once this capability has been achieved, we can begin to change various parameters in the running simulation. Some parameter changes may not affect the results significantly. For example, the scientist may see that the program risks running into a CPU time limit or memory usage limit, and would want to raise those limits before the code reaches those maximums. Other parameter changes may change the answers; for example, the scientist may see that the simulation is progressing too slowly, and then could slightly raise the time step size. During production runs, a scientist will want to change only a few such parameters. However, during code development and problem setup, all available parameters should be under the scientist's control. Again, in the interest of minimal invasiveness, we will implement a library and techniques to simplify the task of enabling such parameter changes in ASCI and SSI codes. 

Computational Steering and Interactive Visualization: We propose to utilize the computational steering system, SCIRun [Parker97a, Parker97b, Johnson94, Johnson95, and Parker95] to dynamically control the visualization. We will extend SCIRun to include the proposed global and local visualization techniques. 

Traditionally, a scientist or engineer manually sets input parameters for a simulation, computes results, visualizes them via a separate software package, and then, given this visualization, starts the whole process again at the beginning. By contrast, the computational steering paradigm allows a scientist to monitor and redirect an ongoing simulation interactively, with the ultimate goal being a more effective partnership between human and simulation. 

The computational steering system, SCIRun, developed at The University of Utah, uses a visual dataflow-programming model to both design and steers a simulation. SCIRun is a framework in which large-scale computer simulations can be composed, executed, controlled and tuned interactively. Composing the simulation is accomplished via a visual programming interface to a dataflow network. Software systems such as AVS from Application Visualization Systems Inc. [Upson89], Iris Explorer from NAG, and Visualization Data Explorer from IBM [Lucas92] have made this archetype popular for scientific visualization [Williams92]. Our work has extended this paradigm into the realm of scientific computation. Some of the main advantages of SCIRun are that it facilitates performing new experiments and exploring new methods by minimizing tedious coding. 

As a simple example, consider a group of visualization modules within a dataflow network, illustrated below. The boxes represent computational algorithms (modules) and the lines represent data pipes between the modules. Scalar and vector field data enters through the pipe at the top, passing into an isosurfacing algorithm and a gradient computation. Streamlines are computed on the resulting gradient vector field and colored according to the scalar values. Geometry objects for the isosurfaces and streamlines are passed out the bottom.  When the user changes a parameter in any of the module user interfaces, the module is re-executed, and all changes are automatically propagated to all connecting modules. The user is freed from worrying about details of data dependencies and data file formats. Some changes can be made without stopping the computation, thus “steering” the computational process. Other changes can be made and the computations will be cancelled and automatically re-started, making the computer efficient as a “computational workbench.” 

2.5.5.4 Distributed Network Attached Framebuffers                                                 (ANL, Princeton*)
In order to visualize terabyte-scale, remote datasets in a multiple site collaborative environment, it is crucial to use high-resolution, large-format, seamless display systems.  The current state-of-the-art commercial systems are built with multiple CRT-based projectors driven by high-end graphics machines and project images on a front-projection screen with hardware blending for overlapped pixels [Panoram, Trimensions].  Although such a system is fine for theater environments, they are inadequate for remote data visualization and collaborations for several reasons.  First, front projection systems require users to keep a distance from the screen to avoid blocking the projection.  Second, high-end graphics machines such as the SGI Infinite Reality engines do not expose the rendering stages to the outside for specialized networking protocols for remote data visualization.  Third, the display system considers only a single, traditional keyboard/mouse input, which is inadequate for a collaborative environment.  In addition, the cost of building a large-scale system is very high.

Our approach is to use an inexpensive, scalable architecture as our base to investigate how to provide distributed frame buffers for remote data visualization and collaboration effectively.  Princeton University has initiated a scalable display wall effort together with Argonne and industry partners including Intel Corporation and Sarnoff Corporation to construct rear-projection based, wall-size display systems driven by a system area network of PCs and graphics accelerators.  Initial prototype systems have been constructed at both Princeton and Argonne.  These prototypes will be used as our research infrastructures.

Our plan is to develop specialized frame buffer protocols to support remote data visualization on scalable, large-format displays.  We consider the following features for the display protocols:

· Run existing applications such as X-window based applications and Microsoft Window based applications to use the scalable, large-format displays, so that users can use desktop applications to develop content for the large-format display systems. 

· Effectively integrate with the communication protocols for remote visualization and collaboration (high-level primitives, 3-D primitives, 2-D primitives, and pixels).  

· Support parallel applications to run efficiently and conveniently.  

· Allow multiple input streams to share large-format display space simultaneously in order to support collaborations.  

Our approach is to start with a virtual network display driver as the infrastructure to design these protocols, and then develop the protocols to include these features.

2.5.5.5 Integration with Existing Visualization Tools 




  (ANL*)
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Commercial and freeware [vTK, BMRT] off-the-shelf packages are an essential part for the software tools needed to support a portion of user’s visualization requirements. These tools also provide a hardened work environment, with a broad base of user experience adding to their value. Existing tools also provide the next scientific simulation developers a basis for developing and debugging code.  One problem with available tools is that they don’t scale to full size problems and they don’t work with the advanced display environments available today.   To provide a smoother progression from existing tools to the next generation of network based distance visualization tools Corridor One needs to leverage the existence of off-the-shelf packages by integrating them into advanced display environments as well as augmenting them with support needed to operate with the next generation of datasets at a distance.  An effort at ANL has already proven effective with the extension of the Visualization Toolkit (vtk) to the CAVE family of display devices.  Vtk provides numerous visualization algorithms that become instantly available for prototyping CAVE applications, once the basic framework has been ported.  The same holds true for the prototype extensions of AVS and/or Iris Explorer into the CAVE family.  The benefit of the integration of off-the-shelf packages, is not only a stronger and wider development base, but it extends an environment that the user is already familiar into a display environment that is more capable.  The use of a common interface makes provides a base set of knowledge that remains useful.  Therefore, a portion of the Corridor One effort will be devoted to the development of a common software framework to facilitate the integration of existing tools into the Corridor One distance visualization architecture to meet the needs of the future.

2.5.6 Grid Middleware and Advanced Networking                (ANL*, LBNL, LANL, UIC)
The CorridorOne project targets as its deployment environment the “Grid”: the heterogeneous complex of advanced networks, computers, storage devices, display devices, and scientific instruments that collectively constitute the scientific problem solving infrastructure of the 21st century. The Grid is significantly more complex, heterogeneous, and dynamic than traditional scientific visualization and data storage environments.  If care is not taken, these attributes can lead either to the adoption of lowest common denominator technologies or to the development of fragile, vertically integrated “stovepipe” systems that operate effectively only within a carefully constrained range of environmental parameters.

The solution to these problems lies in the development of sophisticated “middleware” designed to render complex Grid environments manageable while also enabling application-level control of performance-critical features.  Such middleware will make it possible, for example, for a Corridor application to discover available network, computer, and storage resources; obtain advance reservations for those resources required for a particular purpose; handle authentication, policy, resource allocation, and communication issues; configure a computation to operate at a desired performance level across a multi-site complex; and finally to monitor application performance during execution, all without regard for the details of what low-level mechanisms apply in different circumstances.

The development of a comprehensive suite of such middleware is clearly beyond the scope of this proposal.  However, the middleware requirements of Corridor applications have much in common with those of distributed computing, remote instrumentation, data-intensive computing, and so on.  Hence, we can reasonably hope to leverage prior, current, and future investments in the development of such infrastructure, hence reducing the cost of creating usable applications, reducing barriers to deployment, and promoting interoperability.

Motivated by these observations, we propose in the CorridorOne project to partner closely with the emerging national Grid community, which (as part of such programs as the NSF PACIs, NASA IPG, DOE2000, DARPA Quorum, and of course DOE NGI) is defining and implementing an Integrated Grid Architecture for advanced network applications.  We will build on key components of this infrastructure, as required to support our project goals; and will also extend it in key areas, hence transferring CorridorOne technologies to the Grid community and thereby furthering the larger goal of building a usable Grid.

2.5.6.1 Corridor One Use of, and Contributions to, Grid Services and APIs  
     (ANL*, LBNL)
We expect CorridorOne research and development making extensive use of a wide range of Grid Services; here, we list a representative set, in addition noting connections to other DOE NGI proposals.

Security services provide single-sign-on, public-key-based, authentication and authorization mechanisms for multi-site environments, while policy services provide more sophisticated control over authorization decisions.   Relevant existing technology includes the Globus Security Infrastructure and Akenti; in addition, we are also interested in new capabilities proposed by Foster, Kesselman, and Livny in the DOE NGI Technology proposal “Diplomat: Policy-Based Resource Management for Next-Generation Internet Applications.”

Resource management services support the discovery, advance reservation, allocation, and management of computers, networks, storage devices, and other resources required for Corridor applications.  Our particular interest in these services is as a means of obtaining end-to-end performance guarantees for complex Corridor applications, and we expect to make significant contributions to understanding of just how this should be done.  In this work, we plan to build on capabilities provided by the Globus Architecture for Reservation and Allocation (GARA), an architecture that we are developing under separate funding to support the specification and enforcement of advance and immediate reservations for a variety of resources, Key ideas include the use of common representations for reservations and other resource manipulations, regardless of resource type; the use of GRAMs to encapsulate site-specific heterogeneities; and the encapsulation of the logic required to coordinate the reservation and allocation of multiple resources into distinct co-reservation and co-allocation libraries.  Work proposed by Hoo and Johnston in the DOE NGI Technology proposal “A Bandwidth Reservation System” is also relevant.

Communication services provide high-level mechanisms for expressing and managing the complex communication structures and operations that can occur in Grid environments.  Here, we can build on a considerable body of existing work including the Nexus communication library, which provides access to reliable and unreliable unicast and multicast protocols.  

Work proposed by Gropp and Karonis on Grid-enabled implementation of the Message Passing Interface (DOE NGI Technology proposal "Technologies and Tools for High-Performance Distributed Computing") provides a familiar, standards-based application program interface that provides access to quality of service, fault tolerance, and network topology that allows programs to be developed on local resources (workstation clusters to massively parallel computers) and moved without change to the Corridor One environment.  This will significantly reduce the time to develop and test applications.  We will work with this effort to ensure that Corridor One-specific communication mechanisms can co-exist with these standards-based interfaces within a single application, allowing programmers to use standard communication APIs where possible and custom ones where necessary  for example that proposed by Agarwal and Lau on network-aware visualization techniques (DOE NGI Technology proposal “Advanced Visualization Toolkit”).

An information service provides uniform representation of, and access to, information about the structure and state of Grid resources, including computers, networks, and software.  Here, we can build on capabilities provided by the Globus Metacomputing Directory Service, which is currently evolving into a “Grid Information Service” as a result of a cooperation with NSF PACIs and NASA.  Closely related are the instrumentation services that provide sensor data used for resource selection or for detecting and/or diagnosing performance problems.  Here, we can build on existing infrastructure provided by for example NetLogger from LBNL, Pablo from UIUC, and Globus toolkit performance measurement capabilities.  The new capabilities proposed by Tierney and Evans in the DOE NGI Technology proposal “Network Monitoring for Performance Analysis and for Enabling Network-Aware Applications” and by Reed and Foster in the DOE NGI Technology proposal “A Uniform Instrumentation, Event, and Adaptation Framework for Network-Aware Middleware and Advanced Network Applications” are also relevant.

2.5.6.2 Corridor One Use of, and Contributions to, Grid Fabric and QoS Interfaces  (ANL*, LBNL)
While we plan in Corridor One research and development to leverage existing and concurrent developments in Grid Services, Corridor One applications will place unusual demands on underlying infrastructure.  Hence, we expect to also be at the forefront in using, evaluating, and/or developing certain low-level “Grid Fabric” components, such as those relating to network quality of service (QoS).

It is clear from earlier research that network QoS mechanisms are required if we are to meet Corridor application requirements for interactivity, realism, and immersion.  However, there is as yet little understanding of how QoS requirements as conceived by application and graphics developers (“realistic immersion,” “60 frames per second,” or even “1 Gb/s, 40 msec latency”) can be mapped into the low-level mechanisms that can be expected in current and future networks, such as allocations within premium service classes.  Fortunately, first steps are being taken in this area thanks to the development and deployment of differentiated services mechanisms within ESnet (the Clipper project, focused on high bandwidth flows) and Internet 2 (the QBone effort, focused on Internet video).  We propose to partner with these groups to evaluate experimentally the effectiveness of diffserv mechanisms for CorridorOne applications, investigating for example the nature of the required service classes (and mapping to service classes) and interactions between higher-level protocols and QoS mechanisms.  We expect this work to contribute to understanding of both diffserv itself and also the application-level interfaces.

In this work, we hope to be able to benefit from developments proposed within the MREN-based DOE NGI University Testbeds proposal “EMERGE.” MREN and ESnet together connect multiple CorridorOne participants and EMERGE proposes to deploy numerous Grid technologies that we will require in our research, including both the Grid Services listed above and differentiated services mechanisms.

2.5.6.3 Multicast Protocols for Rapid Image Transmission to Multiple Locations       (ANL, LBNL*)
Large-scale interactive scientific visualizations are data intensive and require high bandwidth connections between the data source and the viewer.  When multiple remote sites collaborate on visualization, the networking requirements become a primary success factor. Using multicast communication the data can be sent to all the remote viewers at one time and each network link sees only one copy of the data.  With a reliable multicast protocol, the remote viewers can also be assured of receiving all the data.  Unfortunately, since traditional reliable multicast protocols deliver all messages to all sites the data will be sent at the speed of the slowest receiver or network link. Hierarchical decomposition of the data can provide a mechanism for servicing a group of remote viewers that have different bandwidth capabilities.  This mechanism is only truly effective if the networking protocols provide support and feedback to the visualization system regarding network bandwidth capabilities of each of the receivers and support for prioritized transmissions and flexible reliability of message delivery properties.  Our intention is to evaluate the existing reliable multicast protocols and use the existing protocol that most closely matches our needs.  No existing protocol has the flexibility, performance notification, and priority mechanisms we expect to need but, it is our hope that in the future a communication toolkit that does provide these capabilities will be concurrently under development and be available before the end of the project.

2.5.6.4 Analyzing the Use of Network Resources during Visualization Sessions           (ANL, LBNL*)
Diagnosing performance problems in these types of high-speed wide-area distributed systems is difficult because the components are geographically and administratively dispersed, and problems in one element of the system may manifest itself elsewhere in the network. Problems may be transient, and may be due to activity in the infrastructure. Also, a large volume of monitoring data may be needed for diagnosis, and the type of monitoring data required depends on the nature of the problem.  In previous work the LBNL group has developed the basic methodology for performing diagnosis of performance problems in complex high-performance distributed systems.  This methodology, called NetLogger [Tierney98], includes tools for generating precision event logs that can be used to provide detailed end-to-end application, network, and system level monitoring. It also includes tools for visualizing the log data and real-time state of the distributed system. NetLogger has proven to be invaluable for diagnosing problems in networks and in distributed systems code. Access to this type of monitoring data will enable network-aware applications that can make adaptive use of the network resources. We propose to use the NetLogger monitoring tools as the infrastructure on which to build tools for adaptive use of network resources. 

2.5.7 Testbed Network and Grid Services Infrastructure 
         (All Corridor One Sites)
2.5.7.1 Networking Infrastructure Needed for Corridor One 

We describe here the connectivity, bandwidth and QoS capabilities [Nahrstedt96, Nahrstedt98] needed for the Corridor One experiments. We also describe how the sites will be provided with this via the existing connections they have with the networks and via the DOE NGI testbed proposals submitted by our colleagues that will provide some or all of the higher level infrastructure services that are needed. We would like to make the point that these services are precursors to what we believe will needed by a larger number of DOE sites for SSI, they track what we are building with NSF PACI collaborators and what we have started already with the DOE2K program.  We also note that these capabilities are also being pursued by our colleagues involved in the NASA IPG.

2.5.7.2 ESnet

Corridor One will rely on ESnet [ESNET] to provide the primary connectivity between ANL, LBNL and LANL.  We ideally would like this link to provide 622 Mb/s to 2.4 Gb/s level bandwidth directly to the machine rooms and laboratories of the Corridor One participants.  During our active applications experiments we would like to have access to a large fraction of the total bandwidth while we work to actively achieve high performance throughput (these experiments will be planned in advance with notice to the ESnet engineering staff).  We would also like to have early access to any QoS or Diffserv capabilities that will be deployed to ESnet in during the proposal period.  We will plan on the Grid Services team lead by Foster to be the primary interfaces to these emerging services. We will rely on the peering of ESnet with both MREN and vBNS to gain access to UIC, Utah and Princeton.  We plan to work closely with ESnet to collaborate on the introduction of Grid Services into the networking environments at the DOE laboratory sites as we have been already in the Clipper project and other ongoing work on enabling QoS research and deployment of Diffserv capabilities.  We also would like to work closely with ESnet engineering personnel to monitor network performance utilization during our distance visualization experiments to gain access to relevant performance data.  Finally we will work closely with ESnet to help facilitate any additional work that may be needed to bridge advanced services with MREN and vBNS networks.  We believe this effort could strongly benefit from the DOE NGI University testbed proposal “EMERGE” proposed by DeFanti et al.

2.5.7.3 MREN

MREN [MREN] provides for ANL, UIC and UChicago a local research network at 155 Mb/s speeds which under our engineering control, and that can be use for experimentation.  It can be used to prototype experiments that will be ultimately carried out on the full Corridor One testbed and provides a proving ground for multidomain Grid Services experimentation.  We will work closely with the MREN and the EMERGE group mentioned earlier to insure that any lessons learned here will be rapidly made available to the larger DOE NGI testbed community and to ESnet in particular.

2.5.7.4 vBNS

Corridor One will rely on the NSF vBNS [VBNS] and the NSF connections program sponsored links to provide the primary connectivity between ANL, LBNL and LANL and the University of Utah, and Princeton University. (We will use MREN to connect to UIC). The university connections to vBNS are currently 155 Mb/s, but may during the period of this proposal be upgraded to 622 Mb/s (the vBNS backbone is 622 Mb/s, and we believe that ESnet and vBNS could potentially peer at 622 Mb/s). We will work closely with on campus networking groups at the University sites to engineer high-bandwidth links to the machine rooms and laboratories of the Corridor One-university participants. As mentioned above during our active applications experiments we would like to have access to a large fraction of the total bandwidth available to the university partners while we work to actively achieve high performance throughput (these experiments will be planned in advance with notice to the vBNS engineering staff). We also plan to arrange through the NSF PACI Centers (ANL, Utah, UIC and LBNL are affiliated with them) to have early access to any QoS or Diffserv capabilities that will be deployed to vBNS during the proposal period.  We plan to work closely with vBNS and NLANR [NLANR] to collaborate on the introduction of Grid Services into the networking environments at the NSF PACI sites.  We also plan to work closely with vBNS/NLANR engineering personnel to monitor network performance utilization during our distance visualization experiments to gain access to relevant performance data.  Finally we will work closely with vBNS to help facilitate any additional work that may be needed to bridge advanced services with MREN and ESnet networks. 

2.5.7.5 Integrated Grid Architecture

This proposal relies very heavily on the ongoing support of Foster’s group at ANL, which is leading a national effort to develop an Integrated Grid Architecture and deploy an Integrated Grid Services Infrastructure.  The Corridor One project in addition to supporting that effort, will provide a focused applications oriented evaluation program leading to the testing and evaluation of this infrastructure, which we believe, is a critical element of the Next Generation Internet.  We believe that future NGI applications such as those addressed by Corridor One must be developed in the context of an Integrated Grid Architecture that comprises application-independent Grid Services (or middleware) and application toolkits.  Developers of advanced Distance Corridor technologies should be able to take for granted such services as cross-site authentication, the allocation of resources on a particular computer or network, and the monitoring of application and system state.  Hence, an important aspect of our Corridor One testbed strategy is to first identify and then ensure the availability of relevant Grid Services on the testbeds used for application experiments.

2.5.7.6 Grid Services Infrastructure

As much as possible, we hope that required Grid services will be provided within the testbeds under other support.  Hence, we are excited by the companion 99-10 proposal entitled “EMERGE” which would both develop a “Grid Services Package” and deploy this package on MREN and ESnet sites.  Funding of that proposal will accelerate progress on Corridor One significantly by reducing the amount of time spent dealing with middleware and increasing the scope of experiments that can be attempted.  We would work with EMERGE, if funded, to ensure that the Grid Services Package meets our needs and is deployed at our sites.  The specific Grid Services that we hope to obtain in this way are as follows:

· Resource discovery services that allow an application to determine the identify and physical characteristics of networks, computers, storage devices, and other resources required by a Corridor One application

· Security services that provide authorization and authentication operations suitable for use in a wide area environment, addressing for example the mapping from global to local credentials and policies.

· Resource management services that provide end-to-end advance reservation, allocation, monitoring and management capabilities for the diverse flow types encountered in Corridor One applications.

· Instrumentation services that support collecting performance data throughout the wide area environment and make this data available to applications and end users

· Communications services that provide reliable wide area transport for applications and provide interfaces to a variety of protocols and user level APIs including Nexus, MPI and multicast services

· Fault Detection, monitoring and notification services, that provide the ability for the entire wide area computational environment to be verified as available and functioning properly

· Remote Data Access services that permit applications to access data from distributed sites via a common mechanism and unified namespace.

Management Plan 

2.6 Project Management

The Corridor One senior investigators have been working together for many years and have developed a set of close working relationships [Globus, AVTC, DeFanti96, Reed97, Stevens97]. The majority of the Co-Is are already working together via existing projects: the NCSA Alliance (ANL, UIC, Utah), the Advanced Visualization Technology Center (ANL, LANL, Utah), the Globus Project (ANL, UIC, LANL, LBNL), the DOE Clipper Project (ANL, LBNL), DOE2K (ANL, LBNL, LANL, Utah), and ASCI ASAP Program (ANL, Princeton, LANL, UIC, Utah). The Corridor One team has considerable experience working together as a team and has a proven track record of successful collaboration and technical accomplishment.  Therefore the principal management challenge then in this project is not how to get people to work together, but rather how to move the research and infrastructure development efforts ahead quickly while leveraging the considerable support the team brings to the table. Our management plan is structured around the following activities:

Monthly management conference call (Senior Co-Is per site).  Stevens will organize and conduct monthly management calls that will deal with high-level planning and coordination issues associated with this effort and related projects of the Co-Is.  These calls will provide the continuity needed to keep the project on track at the strategic level.  We will use these calls to drive towards the overall goals of Corridor One.

Three face to face meetings of all the Co-Is per year (ideally these will be collocated with other meetings to reduce travel needed just for this project).  In addition to frequent electronic meetings and conference calls, it is import to periodically gather the entire team together for in person discussions.  Since the team is involved in many joint ongoing projects this will be relatively easy to schedule and will be used to discuss major direction changes, new ideas for development and experiments and real-time problems solving.

Establishing five technical working groups organized around our major thrusts.  We will establish five working groups that will have overall responsibility to move the technical and research and development plans forward, and to coordinate the efforts at each site in those areas. Each working group will have a chair from the project and will involve participants from Corridor One and others as may be needed to forge connections to related and collaborative efforts (e.g. Grid middleware working group will involve researchers involved in the Globus project, that are not formally part of the Corridor One project). We have indicated next to each area the initial working group chair.

1. Grid Middleware, Stream Management and Networking (Ian Foster, Chair)

2. Distributed Visualization and Data Manipulation (Chuck Hansen, Chair)

3. Distributed Collaboration and Display Environments (Kai Li, Chair)

4. Systems Architecture, Software Frameworks and Tool Integration (John Reynders, Chair)

5. Applications Liaison, Experimental Design and Evaluation (Jason Leigh, Chair)

Technical working groups meetings.  The working groups will meet on an as needed basis but not less than once a quarter.  These meeting (both electronic and face to face meeting are planned), will be augmented by email lists, and document exchange via the Corridor One web site.

Monthly Technical Conference Calls (working group leads and the PI) these calls will enable the PI to monitor progress in the working groups and to provide overall coordination as needed. 

Coordinated Applications Campaigns.  Due to the considerable amount of coordination needed (initially at least, eventually this should be automatically enabled by Grid Services Infrastructure) to carry out complex applications experiments on the Corridor One testbed, they will need to be scheduled in advance (to provide time for the Networking, Middleware and Performance Infrastructure to be enabled for data collection and monitoring, and any special engineering needed to facilitate the high-bandwidth reservations required).  One of the early tasks of the project is to develop a schedule of which applications experiments will be attempted when.  We call these windows of opportunities “Coordinated Applications Campaigns” or CACs and we will schedule them approximately once a quarter during the duration of the project.  

· Approximately two weeks in duration (will do approximately three or four each year)

· Focused testing and evaluation of one application area during that time

· Involving the participation of external applications scientists

· Part of the effort is qualitative to determine how the users will use the remote capabilities

· Part of the effort is a set of well designed quantitative experiments to collect data

The CACs will provide us away to coordinate formal applications evaluations of the Corridor One distance corridor and provide recurring targets of opportunity for injection of new tools and technologies into the software environment.  Each CAC may note involve every Corridor One site.  We will appoint early a CAC coordinator that will be responsible for managing the schedule and the communication with various groups to coordinate these tests.  Each CAC run will be documented and performance data collected and archived for analysis and study.

2.7 Systems Integration Plan

From Figure 2 you can see that a end to end test of a distance visualization environment will require the interoperability of a number of software systems ranging from data servers, analysis engines, visualization servers and client environments.  To test the overall systems we will need to early on encourage interoperability between the various components of the Corridor One environment.  To do this we will develop a software integration roadmap that covers the following items: A Software Integration Plan; Software Component Interface Development and documentation; Subsystems Testing; End-to-End; Functionality Tests; Performance Testing of Components and End-to-End System; and Release Engineering and Software Distribution.

2.8 Applications Experiments and Evaluation

Evaluating the progress of developing distance visualization capabilities requires that we use real applications data and real users to conduct tests.  Through the Coordinated Application Campaign concept discussed below we will bring together applications scientists, real applications dataset, and conduct real-life use tests of the Corridor One environment.  These tests will be documented and will be correlated with performance data collected from the network and software infrastructure.  This information will be made available to the entire team and to the networking providers.

3 Activities and Milestones

3.1 Year One Activities

1. Install Grid middleware (e.g. Globus Services, QoS infrastructure, etc.) at each Corridor One site and work with the network providers and DOE NGI testbeds to insure any intermediate networking interconnection facilities are also Grid enabled.

2. Test basic Grid middleware functionality across Corridor One sites (e.g. validate cross domain authentication and authorization, resource reservation, scheduling and remote data access)

3. Characterize (i.e. measure bandwidth, latency, jitter, etc.) existing networking between all pairs of Corridor One sites and organize any remedial network engineering at our local sites, ESnet and NLANR/vBNS/MCI needed to bring each site up to maximum rated throughput

4. Develop a detailed applications demonstration plan that will involve more than one site for each application test (e.g. determine for each area which sites will have data, and which will view visualizations remotely, and which will collaborate, etc.)

5. Advance the development efforts in the core Corridor One technology areas (e.g. QoS for multistream visualization applications, distributed and high-performance rendering, remote visualization methods, collaborative visualization environments, large-format network attached displays, image and visualization object stream compression, multiresolution and progressive refinement techniques, and Grid middleware).

6. Integration of prototype parallel rendering systems, visualization stream compression and large-format display environments.

7. Integrate progressive refinement techniques and remote immersive visualization software.

8. Develop version 1.0 of Corridor One Distance Visualization toolkit and integrate with Grid tools to form a prototype environment for Distance Visualization Demonstrations.

9. Conduct Phase 1 Applications Experiments

For each applications domain area (e.g. ASCI, SSI) we will:

· Collect relevant problem datasets and determine possible visualization modalities

· Develop remote scientific visualization and analysis scenarios with the end users, 

· Prototype a distributed collaborative visualization application/demonstration 

· Test the application locally and remotely with variable numbers of participants and sites

· Document how the tools, middleware and network were used and how they  performed during the tests

· Evaluate the tests and provide feedback to Grid middleware developers, visualization tool builders, and network providers

10. Hold a workshop on NGI technologies and research issues important for supporting remote and distributed scientific visualization , group to group collaborative data analysis of simulation datasets

3.2 Year Two Activities

11. Continue the Corridor One network performance characterization process started in Year One and provide feedback to network providers and DOE NGI Testbed projects. (N.b. some of the network connections will be upgraded between the start of the project and year two so will need to iterate).

12. Based on results from Phase 1 applications experiments the Corridor One team will develop a detailed applications demonstration plan for Phase 2 that will involve more sites for each application test and include applications areas and visualization technologies not included in Phase 1. 

13. Continue to advance the development efforts in the core Corridor One technology areas (e.g. QoS for multistream visualization applications, distributed and high-performance rendering, remote visualization methods, collaborative visualization environments, large-format network attached displays, image and visualization object stream compression, multiresolution and progressive refinement techniques, and Grid middleware).

14. Continue Integration of visualization and Grid tools into prototype frameworks for Distance Visualization Demonstrations.

15. Conduct Phase 2 Applications Experiments 

For each applications domain area (e.g. ASCI, SSI) we will:

· Collect relevant problem datasets and determine possible visualization modalities

· Develop remote scientific visualization and analysis scenarios with the end users, 

· Prototype a distributed collaborative visualization application/demonstration 

· Test the application locally and remotely with variable numbers of participants and sites

· Document how the tools, middleware and network were used and how they  performed during the tests

· Evaluate the tests and provide feedback to Grid middleware developers, visualization tool builders, and network providers

16. Hold a second workshop on NGI technologies and research issues important for supporting remote and distributed scientific visualization , group to group collaborative data analysis of simulation datasets (this workshop would be held jointly with DOE SC, DP, and NSF PACI programs)

3.3 Year Three Activities

17. Continue the Corridor One network performance characterization process started in Year One and Two and provide feedback to network providers and DOE NGI Testbed projects. (N.b. some of the network connections will be upgraded between the start of the project and year three so we will need to iterate).

18. Based on results from Phase 1 and 2 applications experiments the Corridor One team will develop a detailed applications demonstration plan for Phase 3 that will involve more sites for each application test and include applications areas and visualization technologies not included in Phase 1 and 2. 

19. Continue to advance the development efforts in the core Corridor One technology areas (e.g. QoS for multistream visualization applications, distributed and high-performance rendering, remote visualization methods, collaborative visualization environments, large-format network attached displays, image and visualization object stream compression, multiresolution and progressive refinement techniques, and Grid middleware).

20. Continue Integration of visualization and Grid tools into prototype frameworks for Distance Visualization Demonstrations.

21. Conduct Phase 3 Applications Experiments 

22. Hold a third workshop on NGI technologies and research issues important for supporting remote and distributed scientific visualization , group to group collaborative data analysis of simulation datasets (this workshop would be held jointly with DOE SC, DP, and NSF PACI programs)

23.  Write Final report.

24. Distribute Distance Visualization  Framework and Toolkits to DOE ASCI/SSI user community
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3.4 Budget Summary

3.5 Budget Justification: ~$3.1M/yr for three years, total cost ~$9.3M

3.5.1 Argonne National Laboratory 

Argonne will have three major areas of focus: Development and integration of Grid tools addressing issues of security, resource location and management and QoS, a high-end visualization focus including large scale display technology and collaborative visualization and overall management for the project. The ANL effort will extend and advance ongoing research in these areas. As with many existing tools developed at Argonne, we will actively distribute and promote the use of these tools throughout the Corridor One partnership. In accordance with this plan, we propose the following budgetary items.

200K/yr: research and advanced development in dynamic global resource discovery, allocation and scheduling. The following research areas are addressed: End to End QoS, including bandwidth reservation and brokering, route shaping, local machine resource scheduling and network load balancing.  Further development and integration of Globus security mechanisms: public key infrastructure, secure transport and global authentication.

200K/yr: Development and deployment of scalable visualization technologies. Included is design and development of large scale, novel display technology and supporting software. Software research is in the areas of parallel, distributed rendering and integration with data management systems. This work will utilize large-scale computing clusters being developed at ANL and elsewhere.

100K/yr: Research in collaborative visualization including adaptive resolution techniques to enable visualization on a wide range of end node display technologies. Techniques include streaming video, streaming geometry, and appropriate compression techniques.

100K/yr: Project management costs.  ANL as the lead institution will provide project management for Corridor One including organizing planning and development meetings, bi-weekly conference calls, and three yearly face to face meetings of the collaborators.  ANL will also provide a website for the Corridor One and provide periodic updates to DOE on progress.

3.5.2 Lawrence Berkeley National Laboratory   

Lawrence Berkeley National Laboratory will have three major research areas in support of Corridor One.

Furthermore, LBNL will provide access to these resources to participating institutions in this proposal to execute the technical objectives of integrating the Corridor One solution.  The breakdown is as following:

147K:  Research and development into various data compression techniques (e.g., lossy compression and progressive refinement) and real-time Terascale parallel volume rendering.  Integrate Corridor One visualization research and development into combustion applications.

156K: Deploy Netlogger monitoring agents in the complete application environment monitoring all hosts and network components that the application uses. Work with corridor application developers to instrument their applications with Netlogger monitoring all potential bottleneck points for thorough performance analysis. Analyze the performance of the complete system, determine if there are any problems, and help determine the best way to optimize the performance. Enhance the real-time NetLogger visualization tools as necessary.

156K: Research, development and extension of new visualization communication protocols that will enable network aware visualization applications and end to end system monitoring. This research will entail adaptation of these protocols to teleimmersive collaborative environments and other visualization techniques for Terascale-sized data sets.

3.5.3 Los Alamos National Laboratory 

Los Alamos will have two major research foci in the areas of remote rendering of data and in the areas of progressive refinement/multi-resolution. Los Alamos will leverage extant visualization, networking, and computing resources in the Advanced Computing Laboratory to execute this resource. Furthermore, Los Alamos will provide access to these resources to participating institutions in this proposal to execute the technical objectives of integrating the Corridor One solution. Thus, Los Alamos’ budgetary needs focus on the people necessary to execute research and advanced development in support of Corridor One. 

200K:  research and advanced development to enable the remote scientist to navigate through Terascale-sized data sets at a distance, through utilization of multi-resolution and progressive refinement of data as directed by a user over a thin control pipe at a distance.  This research and development will also focus upon the issues of data layout and multi-resolution representation across multiple parallel file-systems required for efficient progressive retrieval at a distance.

200K: research and advanced development of the visualization algorithms required for efficient remote rendering or Terascale data sets at a distance. Development of multiple distributed computing techniques that distribute various parts of the visualization algorithms to local and remote resources will be analyzed. Hardware and software based solutions will be explored.

100K: systems integration support, especially in the area of deploying and modifying Globus at Los Alamos and integrating the remote rendering and progressive refinement solutions into the Globus-based Grid solution. Issues of security, firewall management, and data management will be an essential part of this research objective

3.5.4 Princeton University 

Princeton will be doing three main tasks.  The first is to work together with other groups to design, implement and evaluate communication protocols to support remote visualization and collaboration on the next generation internet. The second is to collaborate with other groups to develop specialized windowing protocols for large-format scalable displays.  The third is to integrate both protocol implementations with real parallel rendering system and remote visualization software, and demonstrate these systems over the networking infrastructure among the groups in this proposal.  

The budget of $500k/year over the three-year period is the personnel support, travel, computer and networking back charge, and materials.  Intel Corporation has agreed to donate all necessary computer equipment and fast system area networks for the Princeton team.  The personnel support includes the summer salaries for principal investigators and participating faculty members, one senior research staff member, and three graduate students.  The travel budget is to allow project members to travel to PI meetings, workshops, conferences, and visits to other groups in this project.  The computer and network back charge is for project members to use departmental file servers and networks.  The materials include the miscellaneous expenses such as telephones, fax, Xerox copies, and so on.

3.5.5 University of Illinois

EVL will have three major research foci in the area of: compression for visualization streams; high-end collaborative visualization environments; and collaborative data-set exploration and analysis. EVL will leverage visualization, networking, and computing resources that are currently being funded by the CAVERN, NSF CISE Research Infrastructure grant. EVL will also provide access to these resources to participating institutions in this proposal to accomplish the technical objectives of Corridor One. EVL's budgetary needs focus on the researchers and graduate students necessary to execute research and development in support of Corridor One.

100K: Research and development of architectural extension to CAVERNsoft to manage large data sets. New collaborative tools for LIMBO- an architecture for the rapid development of collaborative visualization environments. CAVERNsoft and LIMBO will be used as the core of the high-end collaborative visualization environment and will also serve as the architecture into which the results of our work in the other two foci will be integrated. These tools will ultimately be used to build the next generation of ASCI/SSI telecollaborative visualization applications.

150K: Research and development of algorithms and architectures for the compression of visualization streams. Arrays of hardware and software decoders will be built to decode these streams for stereoscopic viewing in high-end visualization environments. Additional work will include the development of techniques for the seamless integration of these techniques into interactive visualizations of highly decimated data sets.

150K: Research and development of techniques that allow ASCI/SSI collaborators to take full advantage of their expertise when working together in a shared environment. These include network-aware visualization tools; new human-factors techniques for parallel data-set interpretation; and metadata collection and viewing tools for highly interactive human-in-the-loop visualization systems.
3.5.6 University of Utah  

The University of Utah will lead two major research areas: deep images/image-based rendering and end user visualization interfaces and computational steering techniques.  Additionally, the University of Utah is playing major roles in five other areas: progressive refinement, remote immersive visualization, large-format distributed framebuffers, compression for visualization streams, and remote and distributed rendering.  The University of Utah will leverage existing visualization, networking, and computing resources in the Department of Computer Science and Center for High-Performance Computing as well as utilization of resources at LANL, ANL and LBNL.  The University of Utah budget needs to focus on both personnel and equipment to fulfill the objectives outlined in this proposal.

204K: research and advanced development to enable remote scientists to computationally steer, access and interact with their data based upon computational steering methodology, deep-pixel/image-based rendering methods and techniques and advanced user interfaces.  This research and development will focus on the fundamental algorithms necessary for local interactive methods, which are latency tolerant for WAN applications.  This research and development will also investigate methods and software technology for runtime visualization libraries, sharable visualization communication libraries and efficient computational steering libraries.

125K: In order to fulfill the proposed research, the University of Utah requires the following equipment: 180 GB raid disk array and controller cards, 4 high resolution LCD projectors,  4 SGI Visual PCs,  4 SGI Raster managers, SGI Origin 2000 memory upgrade.

41K: The University of Utah requires budget for travel expenses to DOE labs and conferences, technical supplies, publications and printing, and Research Computing Facility charges.

121K: Indirect costs at the University of Utah.
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� We define the visualization process to include, but not be limited to, geometry extraction, particle advection, feature extraction/tracking, etc
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Volume rendering of 3D Rayleigh-Taylor instability using the Los Alamos Rage code. 
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Pressure values in a air foil simulation, image produced using vtkCAVE snapshot tool, and rendered using the BMRT renderer. (ANL)
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Global Ocean salinity results from Parallel Ocean
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Program (POP) simulation run. (LANL)
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 View from inside a simulated supersonic fluid jet, showing the Kelvin-Helmholtz instablility.
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Neutron transport in a uranium sphere. 
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3-D "Virtual Smoke" Visualization of Gas Combustion 
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Turbulence reduction via sheared plasma flow (A), compared to case with flow suppressed (B).�Results obtained using full MPP capabilities of CRAY T3E Supercomputer at NERSC [Z. Lin et al., Science 281, 1835 (1998)]. 
















