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#### Abstract

We describe an algorithm for optimization of a smooth function subject to general linear constraints. An algorithm of the gradient projection class is used, with the important feature that the "projection" at each iteration is performed using a primal-dual interior point method for convex quadratic programming. Convergence properties can be maintained even if the projection is done inexactly in a well-defined way. Higher-order derivative information on the manifold defined by the apparently active constraints can be used to increase the rate of local convergence.
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1. Introduction. We address the problem

$$
\begin{equation*}
\min _{x} f(x) \quad \text { s.t. } \quad A^{T} x \leq b \tag{1}
\end{equation*}
$$

where $x \in R^{n}$ and $b \in R^{m}$, and $f$ is assumed throughout to be twice continuously differentiable on the level set

$$
\mathcal{L}=\left\{x \mid A^{T} x \leq b, f(x) \leq f\left(x^{0}\right)\right\},
$$

where $x^{0}$ is some given initial choice for $x$. Recent literature on this problem can for the most part be divided into two main classes. On the one hand, there are the "active set" approaches such as sequential quadratic programming, which are most suitable when the constraints $A^{T} x \leq b$ lack any special structure such as separability. In these algorithms a model of $f$ (for example, the quadratic approximation $f(x)+$ $\left.\nabla f(x)^{T} d+(1 / 2) d^{T} \nabla^{2} f(x) d\right)$ is formed at each "outer" iteration and minimized over some subset of the feasible region. The algorithm tends to move along edges and faces of the boundary of the feasible set, changing its set of currently active constraints by at most one element on each "inner" iteration. A second class of methods, known as "gradient projection" methods, allow more substantial changes to the active set at each iteration by choosing a direction $g$ (for example, $\nabla f(x)$ or some scaled version of it) and searching along the piecewise linear path $P(x-\alpha g)$, where $\alpha>0$ and $P$ is the projection onto the feasible set. These methods are best suited to the case in which the projection $P($.$) is easy to perform, for example, when the feasible region is$ a box whose sides are parallel to the principal coordinate axes.

In this paper, our aim is to describe an algorithm of the gradient projection class, in which we allow the projections to be performed inexactly. We focus on the case of Euclidean norm projections, which can be solved by using interior-point methods for convex quadratic programming problems. In this way, general polyhedral feasible regions can be handled. We thus hope to combine the much-vaunted advantages of

[^0]interior-point methods with the desirable properties of gradient projection algorithms - most notably, rapid identification of the final active set. In addition, we allow second-derivative information to be used in the definition of $g$ (as is also done by Dunn [4, 3] and Gafni and Bertsekas [5]) to speed up the asymptotic convergence rate after the correct active set has been identified.

The "inexactness" in the projection is quantified by a duality gap, which is updated at each iteration of the projection subproblem. The global convergence analysis in section 4 is not tied to the use of an interior-point method for the projection; any algorithm (including an active set method) that allows a duality gap to be calculated for each iterate may be used.

The point $x^{*}$ is a critical point for (1) if there are scalars $y_{i} \geq 0$ such that

$$
-\nabla f\left(x^{*}\right)=\sum_{i \in \mathcal{A}} y_{i} a_{i},
$$

where $a_{i}$ are columns of $A$, and

$$
\mathcal{A}=\left\{i=1, \cdots, m \mid a_{i}^{T} x^{*}=b_{i}\right\} .
$$

Equivalently,

$$
\begin{equation*}
-\nabla f\left(x^{*}\right) \in N\left(x^{*} ; X\right) \tag{2}
\end{equation*}
$$

where $X$ is the feasible set $\left\{x \mid A^{T} x \leq b\right\}$, and $N(x ; X)$ is the normal cone to $X$ at $x$, defined by

$$
N(x ; X)=\left\{v \mid v^{T}(u-x) \leq 0, \text { for all } u \in X\right\}
$$

In the next section, we specify the algorithm. The interior-point method that may be used to perform the projection is discussed in section 3. The global and local convergence properties of the algorithm are analyzed in section 4 and section 5 , respectively.

In the remainder of the paper, the following notational conventions will be used:

- $\|x\|=\left(x^{T} x\right)^{\frac{1}{2}}$ (the Euclidean norm), unless otherwise specified.
- $P_{Y}(x)$ denotes the Euclidean projection of the vector $x$ onto the convex set $Y \subset R^{n}$, that is

$$
P_{Y}(x)=\arg \min _{z \in Y}\|z-x\| .
$$

If the subscript is omitted from $P$, projection onto $X$ is assumed.

- int $Y$ denotes the interior of $Y$, and $\partial Y$ denotes its boundary.
- When $x$ is a vector, relations such as $x>0$ are meant to apply componentwise.
- Subscripts on vectors and matrices denote components, while superscripts are used to distinguish different iterates. Subscripts on scalars denote iteration numbers.
- When $\left\{\xi_{k}\right\}$ and $\left\{\bar{\xi}_{k}\right\}$ are non-negative sequences, the notation $\xi_{k}=O\left(\bar{\xi}_{k}\right)$ means that there is a constant $s$ such that $\xi_{k} \leq s \bar{\xi}_{k}$ for all $k$ sufficiently large. $\xi_{k}=o\left(\bar{\xi}_{k}\right)$ means that there is a non-negative sequence $\left\{s_{k}\right\}$ converging to zero such that $\xi_{k} \leq s_{k} \bar{\xi}_{k}$ for all $k$ sufficiently large.
- The sequence $\left\{v^{k}\right\}$ is said to converge Q -quadratically to $v^{*}$ if $\left\|v^{k+1}-v^{*}\right\|=$ $O\left(\left\|v^{k}-v^{*}\right\|^{2}\right)$. It is said to converge R -quadratically if there is a sequence $\left\{\xi_{k}\right\}$ that converges Q-quadratically to zero such that $\left\|v^{k}-v^{*}\right\| \leq \xi_{k}$ for all $k$.
- If $\left\{v^{k}\right\}$ and $\left\{\bar{v}^{k}\right\}$ are two sequences of vectors, the notation " $v^{k} \rightarrow \bar{v}^{k}$ " means that $\lim _{k \rightarrow \infty}\left\|v^{k}-\bar{v}^{k}\right\|=0$.
- In sections 4 and 5 , we introduce constants denoted by $C$ and $\bar{C}$ with a subscript. In all cases these represent strictly positive constants, even where not stated explicitly.

2. The Algorithm. We start this section by giving an outline of the major operations at each iteration of the basic algorithm. Then we state a formal outline and conclude by mentioning possible variations.

The algorithm first defines an "almost active" set of constraints at each iterate $x^{k}$. It partitions the gradient into two orthogonal components (which are orthogonal to and tangent to the manifold defined by the almost active set, respectively) and then scales the tangent component by a matrix with suitable positive definiteness properties (possibly an inverse reduced Hessian or a quasi-Newton approximation to it). A projected Armijo-like line search is then performed along the resulting direction.

The activity tolerance at the point $x^{k}$ is $\epsilon_{k}$, where for the moment we require only that $\epsilon_{k} \geq 0$. The almost active set $\mathcal{I}^{k}$ is defined by

$$
\begin{equation*}
\mathcal{I}^{k}=\left\{i=1, \cdots, m \mid a_{i}^{T} x^{k} \geq b_{i}-\epsilon_{k}\left\|a_{i}\right\|\right\} \tag{3}
\end{equation*}
$$

We use $T^{k}$ to denote the tangent manifold corresponding to this set:

$$
\begin{equation*}
T^{k}=\left\{z \mid a_{i}^{T} z=0, \quad \text { all } \quad i \in \mathcal{I}^{k}\right\} \tag{4}
\end{equation*}
$$

The negative gradient is then decomposed using $T^{k}$ by setting

$$
\begin{equation*}
d^{k}=P_{T^{k}}\left(-\nabla f\left(x^{k}\right)\right), \quad d^{k+}=-\left[\nabla f\left(x^{k}\right)+d^{k}\right] \tag{5}
\end{equation*}
$$

The tangent component $d^{k}$ is modified by setting

$$
\begin{equation*}
\tilde{d}^{k}=D^{k} d^{k} \tag{6}
\end{equation*}
$$

where $D^{k}$ is a matrix such that $P_{T^{k}} \circ D^{k} \circ P_{T^{k}}=D^{k}$ and

$$
\begin{equation*}
\lambda_{1} z^{T} z \leq z^{T} D^{k} z \leq \lambda_{2} z^{T} z, \quad \text { all } z \in T^{k} \tag{7}
\end{equation*}
$$

where $\lambda_{1}$ and $\lambda_{2}$ are positive constants. The search direction is assembled as

$$
\begin{equation*}
g^{k}=-\left(\tilde{d}^{k}+d^{k+}\right) \tag{8}
\end{equation*}
$$

A projected Armijo search is carried out along the path

$$
x^{k}(\alpha)=P\left(x^{k}-\alpha g^{k}\right)
$$

where the values $\alpha=1, \beta, \beta^{2}, \beta^{3}, \cdots$ (where $\beta \in(0,1)$ is some constant) are tried. For each such value of $\alpha$, the projection is calculated with the algorithm described in the next section. This algorithm generates a sequence of feasible approximations to $x^{k}(\alpha)$, which we denote by $x^{k j}(\alpha)$. For each such estimate, the algorithm produces a duality gap $\gamma_{k j}(\alpha)$. Defining the more convenient quantity

$$
\delta_{k j}(\alpha)=\sqrt{2 \gamma_{k j}(\alpha)}
$$

we can obtain upper and lower bounds on the distance from $x^{k}-\alpha g^{k}$ to $X$, that is

$$
\left\|x^{k j}(\alpha)-\left(x^{k}-\alpha g^{k}\right)\right\|^{2}-\delta_{k j}(\alpha)^{2} \leq\left\|x^{k}(\alpha)-\left(x^{k}-\alpha g^{k}\right)\right\|^{2} \leq\left\|x^{k j}(\alpha)-\left(x^{k}-\alpha g^{k}\right)\right\|^{2}
$$

These "inner iterations" are stopped at a value of $j$ for which $\delta_{k j}(\alpha)$ becomes sufficiently small according to the following criteria:

$$
\begin{equation*}
\delta_{k j}(\alpha) \leq \eta \alpha^{\tau / 2} \max \left(\frac{\left\|x^{k j}(\alpha)-\left(x^{k}+\alpha \tilde{d}^{k}\right)\right\|}{\alpha},\left\|d^{k}\right\|\right)^{2} \tag{9}
\end{equation*}
$$

and

$$
\begin{equation*}
\delta_{k j}(\alpha) \leq C_{1} \alpha^{\tau / 2} \tag{10}
\end{equation*}
$$

Here $\tau, C_{1}$, and $\eta$ are constants that satisfy the conditions

$$
\tau>2, \quad \eta C_{1}<1
$$

We denote the final computed $\delta_{k j}(\alpha)$ by $\delta_{k}(\alpha)$, and the corresponding $x^{k j}(\alpha)$ by $x^{k}\left(\alpha ; \delta_{k}(\alpha)\right)$. The step $\alpha$ is then accepted if the following "sufficient decrease" test is satisfied:

$$
\begin{equation*}
f\left(x^{k}\right)-f\left(x^{k}\left(\alpha ; \delta_{k}(\alpha)\right)\right) \geq \sigma\left\{\alpha d^{k T} D^{k} d^{k}+\frac{\left\|x^{k}\left(\alpha ; \delta_{k}(\alpha)\right)-\left(x^{k}+\alpha \tilde{d}^{k}\right)\right\|^{2}}{\alpha}\right\} \tag{11}
\end{equation*}
$$

where $\sigma \in(0,1)$ is a constant.
The algorithm can be summarized as follows:

Step 1: Choose $\epsilon_{k}$. Compute $\mathcal{I}^{k}$ from (3), and $g^{k}$ according to (5)-(8).
Step 2: For $\alpha=\beta^{p}, p=0,1,2, \cdots$ (in sequence) approximately calculate $\boldsymbol{x}^{k}(\alpha)=$ $P\left(x^{k}-\alpha g^{k}\right)$, terminating when $x^{k}\left(\alpha ; \delta_{k}(\alpha)\right)=x^{k j}(\alpha)$ and its associated $\delta_{k}(\alpha)=$ $\delta_{k j}(\alpha)$ are found that satisfy (9),(10). If the test (11) is passed for this value of $\alpha$, set $\alpha_{k}=\alpha=\beta^{p}, x^{k+1}=x^{k}\left(\alpha ; \delta_{k}(\alpha)\right), k \leftarrow k+1$, and go to the next iteration. Otherwise, increase $p$ by 1 , and try the next $\alpha=\beta^{p}$.

In its "exact" form (i.e., $\delta_{k}(\alpha) \equiv 0$ ), and when $D^{k}$ is defined as the reduced Hessian or a quasi-Newton approximation to it, the step $g^{k}$ is the same as that obtained by specializing the algorithm of Dunn [4] to the linearly constrained case. The calculation of $g^{k}$ is somewhat different in Gafni and Bertsekas [5]. They define an "almost tangent cone" at $x^{k}$ by

$$
C^{k}=\left\{z \mid a_{i}^{T} z \leq 0, \quad \text { all } \quad i \in \mathcal{I}^{k}\right\}
$$

and then define $d^{k}$ as the projection of $-\nabla f\left(x^{k}\right)$ onto this cone. Additionally, the conditions on $D^{k}$ are slightly different, and $\tilde{d}^{k}$ is the projection of $D^{k} d^{k}$ onto $C^{k}$. Our reason for following Dunn [4] and using the simpler decomposition relative to $T^{k}$ is our assumption that projection onto the subspace $T^{k}$ can be done exactly and cheaply. This is not unreasonable - the cost would normally be comparable to one iteration of the interior-point algorithm used for the projection onto $X$. Projection onto $C^{k}$ may, on the other hand, be as expensive as projection onto $X$. Still, there are intuitive reasons for preferring $C^{k}$ to $T^{k}$, and it would be of interest to see whether the extra cost per iteration (and the extra algorithmic complexity of doing the projection onto $C^{k}$ inexactly) is justified.

The steplength rule (11) reduces to the one proposed by Gafni and Bertsekas [5] (and also used by Dunn [3]) when $\delta_{k}(\alpha) \equiv 0$. Another obvious possibility, to which we will return briefly in section 5 , is
$(12) f\left(x^{k}\right)-f\left(x^{k}\left(\alpha ; \delta_{k}(\alpha)\right) \geq \sigma\left\{\alpha d^{k T} D^{k} d^{k}+\nabla f\left(x^{k}\right)^{T}\left[x^{k}+\alpha \tilde{d}^{k}-x^{k}\left(\alpha ; \delta_{k}(\alpha)\right)\right]\right\}\right.$.
3. Projection onto $X$. Projection onto the polyhedral set $X$ can be achieved by solving a convex quadratic program or, equivalently, a linear complementarity problem (LCP). In this section, we formulate the problem and outline a primal-dual potential reduction algorithm for solving it. The discussion will be brief, since other papers such as $[6,7,10,11]$ can be consulted for details about motivation, analysis, and implementation issues for this class of interior-point algorithms.

Throughout the remainder of the paper, we use the following assumptions:
(A) The feasible set $X$ has an interior in $R^{n}$.
(B) At the solution $z^{*}=P(t)$ of the projection subproblem, the set of vectors

$$
\left\{a_{i} \mid a_{i}^{T} z^{*}=b_{i}\right\}
$$

is linearly independent.
The (unique) vector $P(t)$ is obtained by solving

$$
\min \frac{1}{2}\|z-t\|^{2} \quad \text { s.t. } \quad A^{T} z \leq b
$$

or, equivalently,

$$
\begin{equation*}
\min \frac{1}{2}\|z-t\|^{2} \quad \text { s.t. } \quad A^{T} z+\nu=b, \quad \nu \geq 0 \tag{13}
\end{equation*}
$$

Introducing Lagrange multipliers $y$ for the constraints, we find that (13) is equivalent to the (mixed) LCP

$$
\left[\begin{array}{l}
0  \tag{14}\\
\nu
\end{array}\right]=\left[\begin{array}{cc}
I & A \\
-A^{T} & 0
\end{array}\right]\left[\begin{array}{l}
z \\
y
\end{array}\right]+\left[\begin{array}{c}
-t \\
b
\end{array}\right], \quad \nu \geq 0, \quad y \geq 0, \quad \nu^{T} y=0
$$

The coefficient matrix in (14) is clearly positive semi-definite.
The progress of the interior-point algorithm can be gauged by using the potential function defined by

$$
\begin{equation*}
\psi(\nu, y)=\rho_{P} \log \left(\nu^{T} y\right)-\sum_{i=1}^{m} \log \left(\nu_{i} y_{i}\right) \tag{15}
\end{equation*}
$$

where $\rho_{P} \geq m+\sqrt{m}$. In Kojima, Mizuno, and Yoshise [7], the step from iterate $j$ to iterate $j+1$ is obtained by solving the linear system

$$
\left[\begin{array}{c}
0  \tag{16}\\
\Delta \nu
\end{array}\right]=\left[\begin{array}{cc}
I & A \\
-A^{T} & 0
\end{array}\right]\left[\begin{array}{c}
\Delta z \\
\Delta y
\end{array}\right]
$$

together with

$$
\begin{equation*}
\nu_{i}^{j} \Delta y_{i}^{j}+y_{i}^{j} \Delta \nu_{i}=\left(\frac{-\rho_{j}}{1-\rho_{j}}\right)\left[-\nu_{i}^{j} y_{i}^{j}+\frac{\gamma_{j}}{\rho_{j}}\right], \quad i=1, \cdots, m \tag{17}
\end{equation*}
$$

where $\gamma_{j}=\sum_{i=1}^{m} \nu_{i}^{j} y_{i}^{j}$ and the value of $\rho_{j}$ is discussed below. A steplength $\theta_{j}$ is chosen such that

$$
\begin{equation*}
\theta_{j}\left|\frac{\Delta \nu_{i}}{\nu_{i}^{j}}\right| \leq \tau, \quad \theta_{j}\left|\frac{\Delta \nu_{i}}{\nu_{i}^{j}}\right| \leq \tau, \quad i=1, \cdots, m \tag{18}
\end{equation*}
$$

for some $\tau \in(0,1)$. Trivial modifications of the results of Kojima, Mizuno, and Yoshise [7] indicate that for the choices $\rho_{j} \equiv \rho_{P}=m+\sqrt{m}$ and $\tau=0.4$, we have that

$$
\begin{equation*}
\psi\left(\nu^{j}+\theta_{j} \Delta \nu, y^{j}+\theta_{j} \Delta y\right) \leq \psi\left(\nu^{j}, y^{j}\right)-0.2 \tag{19}
\end{equation*}
$$

When some iterate $\left(z^{j}, \nu^{j}, y^{j}\right)$ satisfies $\psi\left(\nu^{j}, y^{j}\right) \leq-O(\sqrt{m} L)$, it can easily be shown that $\left(\nu^{j}\right)^{T} y^{j} \leq 2^{-O(L)}$. This suggests that, provided the initial point $\left(z^{0}, \nu^{0}, y^{0}\right)$ satisfies $\psi\left(\nu^{0}, y^{0}\right)=O(\sqrt{m} L)$, convergence to a point with duality gap less than $2^{-O(L)}$ can be achieved in $O(\sqrt{m} L)$ iterations. (For purposes of the complexity analysis, $L$ is taken to be the "size" of the problem.) Although this choice of $\rho_{j}$ yields the best complexity result to date, it has been observed that, in practice, larger values of $\rho_{j}$ lead to fewer iterations. In Han, Pardalos, and Ye [6], the choice $\rho_{j} \equiv m^{2}$ is made for convex quadratic programs. In the context of linear programs, Zhang, Dennis, and Tapia [11] observe that it is even desirable to let $\rho_{j}$ grow unboundedly large as the solution is approached. (The steps produced by (16),(17) are then very close to being Newton steps for the nonlinear equations formed by the equalities in (14).) Ye et al. [10] have shown such "large" choices of $\rho_{j}$ are not incompatible with obtaining reductions in the potential function. In practical implementations, the line search parameter $\theta_{j}$ is also chosen differently. In Han, Pardalos, and Ye [6], the following choice appeared to give good experimental results:

$$
\theta_{j}=0.99 \min \left(\min _{i=1, \cdots, m, \Delta \nu_{i}<0}-\frac{\nu_{i}^{j}}{\Delta \nu_{i}}, \quad \min _{i=1, \cdots, m, \Delta y_{i}<0}-\frac{y_{i}^{j}}{\Delta y_{i}}\right)
$$

An issue of particular concern in this context is the choice of a feasible initial point at which to start the interior-point iteration. Such a point can be found by augmenting the problem in a simple way. We can reasonably assume that a vector $z^{0}$ that satisfies $A^{T} z^{0}<b$ is available from some previous iteration. If $y^{0}$ is also chosen from a previous iteration, we usually have, from the first equation in (14), that $z^{0}+A y^{0}$ is similar in magnitude to the primal quantities $z$ and $t$. We can thus define a (reasonably scaled) vector $q$ by

$$
q=-\left(z^{0}-t+A y^{0}\right)
$$

and obtain the following augmented version of (14):

$$
\begin{gather*}
{\left[\begin{array}{c}
0 \\
\nu \\
\nu_{m+1}
\end{array}\right]=\left[\begin{array}{ccc}
I & A & q \\
-A^{T} & 0 & 0 \\
-q^{T} & 0 & 0
\end{array}\right]\left[\begin{array}{c}
z \\
y \\
y_{m+1}
\end{array}\right]+\left[\begin{array}{c}
-t \\
b \\
b_{m+1}
\end{array}\right]}  \tag{20}\\
\nu \geq 0, \quad \nu_{m+1} \geq 0, \quad y \geq 0, \quad y_{m+1} \geq 0, \quad \nu^{T} y+\nu_{m+1} y_{m+1}=0 .
\end{gather*}
$$

The corresponding projection problem is

$$
\begin{equation*}
\min \frac{1}{2}\|z-t\|^{2} \quad \text { s.t. } \quad A^{T} z \leq b, \quad q^{T} z \leq b_{m+1} \tag{21}
\end{equation*}
$$

If we choose $b_{m+1}$ to satisfy

$$
b_{m+1}>\max \left(q^{T} z^{0}, q^{T} P(t)\right)
$$

then we find that a feasible initial point for (20) is

$$
\left(z, \nu, \nu_{m+1}, y, y_{m+1}\right)=\left(z^{0}, b-A^{T} z^{0}, b_{m+1}-q^{T} z^{0}, y^{0}, 1\right)
$$

At the optimal solution, $\nu_{m+1}^{*}=b_{m+1}-q^{T} P(t)$ and $y_{m+1}^{*}=0$. A practical choice for $b_{m+1}$ can be made as follows: when $t=x-\alpha g$ with $x$ feasible, note that

$$
q^{T} P(t)=q^{T}[P(x-\alpha g)-(x-\alpha g)]+q^{T} t \leq\|q\|\| \| P(x-\alpha g)-(x-\alpha g)\left\|+q^{T} t \leq \alpha\right\| q\| \| g \|+q^{T} t .
$$

Hence $b_{m+1}$ can be chosen as any number greater than

$$
\max \left(q^{T} z^{0}, \alpha\|q\|\|g\|+q^{T} t\right)
$$

We tacitly assume throughout the remainder of the paper that $b_{m+1}$ is chosen large enough that the extra constraint in (21) does not come into play during the projection process (that is, $\nu_{m+1}$ stays reasonable large).

Two more points about the computational aspects of the projection should be made since, for many variants of the algorithm described in this paper, it will be the most time-consuming step, apart from the function evaluations. First, note that the cost per interior-point iteration, which is dominated by the cost of solving augmented versions of the linear system $(16),(17)$, is similar to the cost of decomposing the gradient as in (5). (The latter operation may be performed by solving a system whose coefficient matrix is a submatrix of the matrix in (16).) Second, the number of interior-point iterates which will be necessary for a given $\alpha$ should not be too large. A rule of thumb seems to be that around 20-30 iterates are required for an accurate solution when no a priori information about the solution is known. In our case, the situation is better: good starting points will usually be available from previous iterates and from approximate projections for larger values of $\alpha$. A priori information has been observed to significantly decrease the number of interior-point iterations (see, for example [9]).

In section 5 , we assume that the points $\left(z^{j}, \nu^{j}, \nu_{m+1}^{j}, y^{j}, y_{m+1}^{j}\right)$ generated by the interior-point algorithm do not stray too far from the central path defined by
$\left\{\left(z, \nu, \nu_{m+1}, y, y_{m+1}\right)\right.$ feasible in $\left.(20) \mid \nu_{i} y_{i}=\sum_{l=1}^{m+1} \nu_{l} y_{l} /(m+1), i=1, \cdots, m+1\right\}$.
The following assumption is used to prove that unit steps $\alpha_{k}=1$ are always eventually used by the method.
(C) There is a constant $\mu>1$ such that the final iterate $\left(z, \nu, \nu_{m+1}, y, y_{m+1}\right)$ generated by the projection algorithm, each time it is called, satisfies

$$
\nu_{i} y_{i} \geq \frac{\sum_{l=1}^{m+1} \nu_{l} y_{l} /(m+1)}{\mu}
$$

Although this assumption conflicts to some extent with the desire for fast asymptotic convergence of the interior-point method, Zhang, Dennis, and Tapia [11, Theorem 3.1] observed that, at least in the case of linear programming that they consider, it appears to hold in practice.
4. Global Convergence. In this section we prove that all accumulation points of the algorithm of section 2 are critical. The result depends crucially on the following lemma, which bounds the distance between $x^{k}(\alpha ; 0)$ and $x^{k}\left(\alpha ; \delta_{k}(\alpha)\right)$ in terms of $\delta_{k}(\alpha)$.

Lemma 4.1. Suppose that (A) holds and that (B) holds at $z^{*}=x^{k}(\alpha, 0)$. Then

$$
\left\|x^{k}(\alpha ; 0)-x^{k}\left(\alpha ; \delta_{k}(\alpha)\right)\right\| \leq \delta_{k}(\alpha)
$$

Proof. Setting $t=x^{k}-\alpha g^{k}$, we obtain

$$
\begin{gathered}
\left\|t-x^{k}(\alpha ; 0)\right\|^{2} \geq\left\|t-x^{k}\left(\alpha ; \delta_{k}(\alpha)\right)\right\|^{2}-\delta_{k}(\alpha)^{2} \\
\Rightarrow \quad \delta_{k}(\alpha)^{2} \geq 2\left[t-x^{k}(\alpha ; 0)\right]^{T}\left[x^{k}(\alpha ; 0)-x^{k}\left(\alpha ; \delta_{k}(\alpha)\right)\right]+\left\|x^{k}(\alpha ; 0)-x^{k}\left(\alpha ; \delta_{k}(\alpha)\right)\right\|^{2} .
\end{gathered}
$$

Now since $t-x^{k}(\alpha ; 0) \in N\left(x^{k}(\alpha ; 0) ; X\right)$ and $x^{k}\left(\alpha ; \delta_{k}(\alpha)\right) \in X$, the first term on the right-hand side above is non-negative and can be omitted from the inequality. The result follows.

Under appropriate nondegeneracy assumptions, application of the implicit function theorem to a subset of the equalities in (13) (or (20)) would suggest that, locally, a stronger bound of $O\left(\gamma_{k}(\alpha)\right)=O\left(\delta_{k}(\alpha)^{2}\right)$ might be obtained. In fact, some of the local convergence analysis in section 5 relies on just this observation. In general, however, given a point $x^{k}$ and a search direction $g^{k}$, there are usually values of $\alpha$ such that the solution of (13) (or (21)) for $t=x^{k}-\alpha g^{k}$ is degenerate. Our result in Lemma 4.1 is similar to, but more specific than, the bound that would be obtained by applying the analysis of Mangasarian and Shiau [8] to (13).

We state without proof the following well-known result, which actually applies for any closed convex $X \subset R^{n}$.

Lemma 4.2. For any $x \in X$ and $z \in R^{n}$,
a) $\|P(x+\alpha z)-x\| / \alpha$ is a nonincreasing function of $\alpha>0$,
b) $\|P(x+\alpha z)-x\| / \alpha \leq\|z\|$.

Before proving the main result (Theorem 4.5), we show that the conditions (9),(10) ensure that the projection is computed exactly when $x^{k}$ is critical (Lemma 4.3) and, in a technical result, show that the algorithm produces descent at a noncritical point (Lemma 4.4).

Lemma 4.3. Suppose that (A) holds and that (B) holds at $z^{*}=x^{k}$. When $x^{k}$ is critical, then $\delta_{k}(\alpha)=0$ for all $\alpha \in[0,1]$, and $x^{k}\left(\alpha ; \delta_{k}(\alpha)\right)=x^{k}$ for all $\alpha \in[0,1]$.

Proof. Clearly the result is true for $\alpha=0$. For the remainder of the proof, we assume that $\alpha \in(0,1]$.

All vectors in the subspace $T^{k}$ are orthogonal to $N\left(x^{k} ; X\right)$. Hence by (2) and (5), $d^{k}=\tilde{d}^{k}=0$ and $d^{k+}=-\nabla f\left(x^{k}\right)$. Also, by (2),

$$
x^{k}(\alpha, 0)=P\left(x^{k}-\alpha \nabla f\left(x^{k}\right)\right)=x^{k}
$$

and so

$$
\left\|x^{k}\left(\alpha ; \delta_{k}(\alpha)\right)-\left(x^{k}+\alpha \tilde{d}^{k}\right)\right\| \leq\left\|x^{k}(\alpha ; 0)-x^{k}\right\|+\left\|x^{k}\left(\alpha ; \delta_{k}(\alpha)\right)-x^{k}(\alpha ; 0)\right\| \leq \delta_{k}(\alpha)
$$

Substituting this expression in (9), we have

$$
\delta_{k}(\alpha) \leq \eta \alpha^{\tau / 2} \frac{\delta_{k}(\alpha)^{2}}{\alpha^{2}}
$$

and hence

$$
\begin{equation*}
\delta_{k}(\alpha)\left[1-\eta \alpha^{\tau / 2-2} \delta_{k}(\alpha)\right] \leq 0 \tag{22}
\end{equation*}
$$

From (10) and the fact that $\eta C_{1}<1$,

$$
1-\eta \alpha^{\tau / 2-2} \delta_{k}(\alpha) \geq 1-\eta C_{1} \alpha^{\tau-2}>1-\alpha^{\tau-2} \geq 0
$$

since $\alpha \in[0,1]$ and $\tau>2$. Since $\delta_{k}(\alpha) \geq 0$, the inequality (22) can hold only if $\delta_{k}(\alpha)=0$. Thus, the first statement is proved. Proof of the second statement follows immediately.

Lemma 4.4. Suppose $\mathcal{I}^{k}$ is defined by (3), where $\epsilon_{k}$ is any positive number. Suppose that ( $A$ ) holds and that ( $B$ ) holds for all $z^{*}=x^{k}(\alpha, 0)$ for $\alpha \in[0,1]$. Then, given any $\bar{\sigma} \in(0,1)$ there exists an $\bar{\alpha}(\bar{\sigma}) \in\left(0, \epsilon_{k} /\left\|g^{k}\right\|\right)$ such that

$$
\begin{gather*}
\nabla f\left(x^{k}\right)^{T}\left[x^{k}-x^{k}\left(\alpha ; \delta_{k}(\alpha)\right)\right] \\
\geq \quad \bar{\sigma}\left[\alpha d^{k T} D^{k} d^{k}+\frac{1}{\alpha}\left\|x^{k}\left(\alpha ; \delta_{k}(\alpha)\right)-\left(x^{k}+\alpha \tilde{d}^{k}\right)\right\|^{2}\right] \tag{23}
\end{gather*}
$$

Hence, provided $x^{k}$ is not critical, there is an $\hat{\alpha}(\bar{\sigma}) \in(0, \bar{\alpha}]$ such that $f\left(x^{k}\right)>$ $f\left(x^{k}\left(\alpha, \delta_{k}(\alpha)\right)\right.$ for all $\alpha \in(0, \hat{\alpha}]$.

Proof.

$$
\begin{gather*}
\nabla f\left(x^{k}\right)^{T}\left[x^{k}-x^{k}\left(\alpha ; \delta_{k}(\alpha)\right)\right] \\
=\nabla f\left(x^{k}\right)^{T}\left[x^{k}-x^{k}(\alpha ; 0)\right]+\nabla f\left(x^{k}\right)^{T}\left[x^{k}(\alpha ; 0)-x^{k}\left(\alpha ; \delta_{k}(\alpha)\right)\right] \tag{24}
\end{gather*}
$$

and for $\alpha \in\left(0, \epsilon_{k} /\left\|g^{k}\right\|\right)$, it can be proved by using a similar argument to that in [5, Proposition 1 (b)] that

$$
\begin{gathered}
\nabla f\left(x^{k}\right)^{T}\left[x^{k}-x^{k}(\alpha, 0)\right] \\
\geq \quad \alpha d^{k T} D^{k} d^{k}+\frac{1}{\alpha}\left\|x^{k}(\alpha, 0)-\left(x^{k}+\alpha \tilde{d}^{k}\right)\right\|^{2}
\end{gathered}
$$

By the smoothness assumptions on $f$, there is a constant $B$ such that

$$
\|\nabla f(x)\| \leq B \quad \text { for all } \quad x \in \mathcal{L}
$$

Since all $x^{k} \in \mathcal{L}$, we have, using Lemma 4.1, that

$$
\begin{equation*}
\left|\nabla f\left(x^{k}\right)^{T}\left[x^{k}(\alpha ; 0)-x^{k}\left(\alpha ; \delta_{k}(\alpha)\right)\right]\right| \leq B \delta_{k}(\alpha) \tag{25}
\end{equation*}
$$

Now
(26) $\quad\left\|x^{k}(\alpha ; 0)-\left(x^{k}+\alpha \tilde{d}^{k}\right)\right\|^{2}=\left\|x^{k}\left(\alpha ; \delta_{k}(\alpha)\right)-\left(x^{k}+\alpha \tilde{d}^{k}\right)\right\|^{2}$

$$
+2\left[x^{k}(\alpha ; 0)-x^{k}\left(\alpha ; \delta_{k}(\alpha)\right)\right]^{T}\left[x^{k}\left(\alpha ; \delta_{k}(\alpha)\right)-\left(x^{k}+\alpha \tilde{d}^{k}\right)\right]+\left\|x^{k}(\alpha ; 0)-x^{k}\left(\alpha ; \delta_{k}(\alpha)\right)\right\|^{2}
$$

$$
\geq \quad\left\|x^{k}\left(\alpha ; \delta_{k}(\alpha)\right)-\left(x^{k}+\alpha \tilde{d}^{k}\right)\right\|^{2}-2 \delta_{k}(\alpha)\left\|x^{k}\left(\alpha ; \delta_{k}(\alpha)\right)-\left(x^{k}+\alpha \tilde{d}^{k}\right)\right\|
$$

and so from (24)-(26)

$$
\begin{gather*}
\nabla f\left(x^{k}\right)^{T}\left[x^{k}-x^{k}\left(\alpha ; \delta^{k}(\alpha)\right)\right] \\
\geq \quad \alpha d^{k T} D^{k} d^{k}+\frac{1}{\alpha}\left\|x^{k}\left(\alpha ; \delta_{k}(\alpha)\right)-\left(x^{k}+\alpha \tilde{d}^{k}\right)\right\|^{2}  \tag{27}\\
-\frac{2}{\alpha} \delta_{k}(\alpha)\left\|x^{k}\left(\alpha ; \delta_{k}(\alpha)\right)-\left(x^{k}+\alpha \tilde{d}^{k}\right)\right\|-B \delta_{k}(\alpha)
\end{gather*}
$$

Now,

$$
\begin{array}{cc} 
& \frac{1}{\alpha}\left\|x^{k}\left(\alpha ; \delta_{k}(\alpha)\right)-\left(x^{k}+\alpha \tilde{d}^{k}\right)\right\| \\
\leq & \frac{1}{\alpha}\left\|x^{k}\left(\alpha ; \delta_{k}(\alpha)\right)-x^{k}(\alpha ; 0)\right\|+\frac{1}{\alpha}\left\|x^{k}(\alpha ; 0)-\left(x^{k}+\alpha \tilde{d}^{k}\right)\right\|  \tag{28}\\
\leq & \frac{1}{\alpha} \delta_{k}(\alpha)+\frac{1}{\alpha}\left\|P\left(x^{k}+\alpha d^{k+}+\alpha \tilde{d}^{k}\right)-\left(x^{k}+\alpha \tilde{d}^{k}\right)\right\|
\end{array}
$$

The following simple argument shows that $x^{k}+\alpha \tilde{d}^{k} \in X$ for $\alpha \in\left(0, \epsilon_{k} /\left\|g^{k}\right\|\right)$ :

$$
\begin{aligned}
i \notin \mathcal{I}^{k} & \Rightarrow a_{i}^{T}\left[x^{k}+\alpha \tilde{d}^{k}\right] \leq b_{i}-\epsilon_{k}\left\|a_{i}\right\|+\alpha\left\|g^{k}\right\|\left\|a_{i}\right\|<b_{i} \\
i \in \mathcal{I}^{k} \Rightarrow a_{i}^{T}\left[x^{k}+\alpha \tilde{d}^{k}\right] & =a_{i}^{T} x^{k} \leq b_{i} .
\end{aligned}
$$

Hence by Lemma 4.2(b), (28) becomes

$$
\begin{equation*}
\frac{1}{\alpha}\left\|x^{k}\left(\alpha ; \delta_{k}(\alpha)\right)-\left(x^{k}+\alpha \tilde{d}^{k}\right)\right\| \leq \frac{1}{\alpha} \delta_{k}(\alpha)+\left\|d^{k+}\right\| \leq \frac{1}{\alpha} \delta_{k}(\alpha)+B \tag{29}
\end{equation*}
$$

Hence (27) becomes

$$
\begin{gather*}
\nabla f\left(x^{k}\right)^{T}\left[x^{k}-x^{k}\left(\alpha ; \delta_{k}(\alpha)\right)\right]  \tag{30}\\
\geq \alpha d^{k T} D^{k} d^{k}+\frac{1}{\alpha}\left\|x^{k}\left(\alpha ; \delta_{k}(\alpha)\right)-\left(x^{k}+\alpha \tilde{d}^{k}\right)\right\|^{2}-\frac{2}{\alpha} \delta_{k}(\alpha)^{2}-3 B \delta_{k}(\alpha)
\end{gather*}
$$

We now consider two cases. First, suppose that

$$
\frac{1}{\alpha}\left\|x^{k}\left(\alpha ; \delta_{k}(\alpha)\right)-\left(x^{k}+\alpha \tilde{d}^{k}\right)\right\| \geq\left\|d^{k}\right\|
$$

Then from (9) it follows that

$$
\delta_{k}(\alpha) \leq \eta \alpha^{\tau / 2} \frac{\left\|x^{k}\left(\alpha ; \delta_{k}(\alpha)\right)-\left(x^{k}+\alpha \tilde{d}^{k}\right)\right\|^{2}}{\alpha^{2}}
$$

Using this, together with (10) and the fact that $\eta C_{1}<1$, we have from (30) that

$$
\begin{array}{cc} 
& \nabla f\left(x^{k}\right)^{T}\left[x^{k}-x^{k}\left(\alpha ; \delta_{k}(\alpha)\right)\right] \\
(31) \geq & \alpha d^{k T} D^{k} d^{k}+\frac{1}{\alpha}\left\|x^{k}\left(\alpha ; \delta_{k}(\alpha)\right)-\left(x^{k}+\alpha \tilde{d}^{k}\right)\right\|^{2} \\
& -\left[\frac{2}{\alpha}\left(C_{1} \alpha^{\tau / 2}\right) \eta \alpha^{\tau / 2}+3 B \eta \alpha^{\tau / 2}\right]\left(\frac{1}{\alpha^{2}}\right)\left\|x^{k}\left(\alpha ; \delta_{k}(\alpha)\right)-\left(x^{k}+\alpha \tilde{d}^{k}\right)\right\|^{2} \\
\geq & \alpha d^{k T} D^{k} d^{k}+\frac{1}{\alpha}\left[1-2 \alpha^{\tau-2}-3 B \eta \alpha^{\frac{\tau-2}{2}}\right]\left\|x^{k}\left(\alpha ; \delta_{k}(\alpha)\right)-\left(x^{k}+\alpha \tilde{d}^{k}\right)\right\|^{2} .
\end{array}
$$

The inequality (23) will be satisfied provided

$$
\begin{equation*}
1-2 \alpha^{\tau-2}-3 B \eta \alpha^{\frac{\tau-2}{2}} \geq \bar{\sigma} \tag{32}
\end{equation*}
$$

Setting $\beta=\alpha^{\frac{\pi-2}{2}}$, we find that the quadratic $2 \beta^{2}+(3 B \eta) \beta+(\bar{\sigma}-1)$ has one positive root. Hence we can find an $\bar{\alpha}_{1}>0$ such that the required inequality will be satisfied for all $\alpha \in\left(0, \bar{\alpha}_{1}\right]$.

For the second case, assume that

$$
\frac{1}{\alpha}\left\|x^{k}\left(\alpha ; \delta_{k}(\alpha)\right)-\left(x^{k}+\alpha \tilde{d}^{k}\right)\right\| \leq\left\|d^{k}\right\|
$$

Then from (9),

$$
\delta_{k}(\alpha) \leq \eta \alpha^{\tau / 2}\left\|d^{k}\right\|^{2}
$$

and so from (30),

$$
\begin{equation*}
\nabla f\left(x^{k}\right)^{T}\left[x^{k}-x^{k}\left(\alpha ; \delta_{k}(\alpha)\right)\right] \tag{33}
\end{equation*}
$$

$\geq \alpha d^{k T} D^{k} d^{k}+\frac{1}{\alpha}\left\|x^{k}\left(\alpha ; \delta_{k}(\alpha)\right)-\left(x^{k}+\alpha \tilde{d}^{k}\right)\right\|^{2}-\frac{2}{\alpha} \eta C_{1} \alpha^{\tau}\left\|d^{k}\right\|^{2}-3 B \eta \alpha^{\tau / 2}\left\|d^{k}\right\|^{2}$.

From (7) it follows that

$$
\left\|d^{k}\right\|^{2} \leq \frac{1}{\lambda_{1}} d^{k T} D^{k} d^{k}
$$

and so using $\eta C_{1}<1$, we have

$$
\begin{gather*}
\nabla f\left(x^{k}\right)^{T}\left[x^{k}-x^{k}\left(\alpha ; \delta_{k}(\alpha)\right)\right] \\
\alpha\left[1-\frac{2}{\lambda_{1}} \alpha^{\tau-2}-\frac{3 B \eta}{\lambda_{1}} \alpha^{\frac{\pi-2}{2}}\right] d^{k T} D^{k} d^{k}+\frac{1}{\alpha}\left\|x^{k}\left(\alpha ; \delta_{k}(\alpha)\right)-\left(x^{k}+\alpha \tilde{d}^{k}\right)\right\|^{2} \tag{34}
\end{gather*}
$$

For (23), it is sufficient that

$$
1-\frac{2}{\lambda_{1}} \alpha^{\tau-2}-\frac{3 B \eta}{\lambda_{1}} \alpha^{\frac{\tau-2}{2}} \geq \bar{\sigma}
$$

A similar argument to that above shows that a positive value $\bar{\alpha}_{2}$ can be found so that this inequality is satisfied for $\alpha \in\left(0, \bar{\alpha}_{2}\right]$. Hence the first part of the result follows by setting

$$
\bar{\alpha}(\bar{\sigma})=\min \left(1, \epsilon_{k} /\left(2\left\|g^{k}\right\|\right), \bar{\alpha}_{1}, \bar{\alpha}_{2}\right)
$$

The second part of the result (i.e., that $f\left(x^{k}\right)>f\left(x^{k}\left(\alpha, \delta_{k}(\alpha)\right)\right.$ ) for sufficiently small $\alpha$ ) is obtained by modifying the argument of Gafni and Bertsekas [5, Proposition 1 (b)]. By the mean value theorem, we can find a point $\zeta^{k}(\alpha)$ on the line joining $x^{k}$ to $x^{k}\left(\alpha, \delta_{k}(\alpha)\right)$ such that

$$
f\left(x^{k}\right)-f\left(x^{k}\left(\alpha ; \delta_{k}(\alpha)\right)\right)=\nabla f\left(\zeta^{k}(\alpha)\right)^{T}\left[x^{k}-x^{k}\left(\alpha ; \delta_{k}(\alpha)\right)\right]
$$

Hence from (23), for $\alpha \in(0, \bar{\alpha})$,

$$
\begin{gather*}
\frac{1}{\alpha}\left[f\left(x^{k}\right)-f\left(x^{k}\left(\alpha, \delta_{k}(\alpha)\right)\right)\right] \\
\geq \quad \bar{\sigma}\left[d^{k T} D^{k} d^{k}+\frac{1}{\alpha^{2}}\left\|x^{k}\left(\alpha ; \delta_{k}(\alpha)\right)-\left(x^{k}+\alpha \tilde{d}^{k}\right)\right\|^{2}\right]  \tag{35}\\
+\frac{1}{\alpha}\left[\nabla f\left(\zeta^{k}(\alpha)\right)-\nabla f\left(x^{k}\right)\right]^{T}\left[x^{k}-x^{k}\left(\alpha ; \delta_{k}(\alpha)\right)\right] .
\end{gather*}
$$

Again, writing

$$
x^{k}-x^{k}\left(\alpha ; \delta_{k}(\alpha)\right)=x^{k}-x^{k}(\alpha ; 0)+x^{k}(\alpha ; 0)-x^{k}\left(\alpha ; \delta_{k}(\alpha)\right)
$$

and using

$$
\left(3 \theta^{\left\|x^{k}-x^{k}(\alpha ; 0)\right\|^{2}} \alpha^{2} \leq\left\|g^{k}\right\|^{2}=\left\|\tilde{d}^{k}\right\|^{2}+\left\|d^{k+}\right\|^{2} \leq\left(\lambda_{2}+1\right)\left\|\nabla f\left(x^{k}\right)\right\|^{2} \leq\left(\lambda_{2}+1\right) B^{2}\right.
$$

we have

$$
\begin{array}{cc} 
& \frac{1}{\alpha}\left[\nabla f\left(\zeta^{k}(\alpha)\right)-\nabla f\left(x^{k}\right)\right]^{T}\left[x^{k}-x^{k}\left(\alpha ; \delta_{k}(\alpha)\right)\right] \\
\geq & -\left\|\nabla f\left(\zeta^{k}(\alpha)\right)-\nabla f\left(x^{k}\right)\right\|\left[B \sqrt{\lambda_{2}+1}+\frac{1}{\alpha} \delta_{k}(\alpha)\right] \\
\geq & -\left\|\nabla f\left(\zeta^{k}(\alpha)\right)-\nabla f\left(x^{k}\right)\right\|\left[B \sqrt{\lambda_{2}+1}+C_{1} \alpha^{\tau / 2-1}\right]=O(\alpha) .
\end{array}
$$

When $d^{k} \neq 0$, it follows from (35) that

$$
\lim _{\alpha \rightarrow 0} \frac{f\left(x^{k}\right)-f\left(x^{k}\left(\alpha ; \delta_{k}(\alpha)\right)\right)}{\alpha} \geq \bar{\sigma} d^{k T} D^{k} d^{k}>0
$$

On the other hand, when $d^{k}=0$,

$$
\begin{align*}
\frac{f\left(x^{k}\right)-f\left(x^{k}\left(\alpha ; \delta_{k}(\alpha)\right)\right)}{\alpha} & \geq \frac{\bar{\sigma}}{\alpha^{2}}\left\|x^{k}\left(\alpha ; \delta_{k}(\alpha)\right)-x^{k}\right\|^{2}+O(\alpha) \\
& \geq \frac{\bar{\sigma}}{\alpha^{2}}\left\|x^{k}(\alpha ; 0)-x^{k}\right\|^{2}-\frac{2 \bar{\sigma}}{\alpha^{2}} \delta_{k}(\alpha)\left\|x^{k}(\alpha ; 0)-x^{k}\right\|+O(\alpha) \tag{37}
\end{align*}
$$

A straightforward application of Lemma 4.2(a) shows that

$$
\frac{1}{\alpha}\left\|x^{k}(\alpha ; 0)-x^{k}\right\| \geq\left\|x^{k}(1,0)-x^{k}\right\|
$$

Also, from Lemma 4.2(b), we have for $\alpha \in(0, \bar{\alpha})$ that

$$
\left\|x^{k}(\alpha ; 0)-x^{k}\right\| \leq \alpha\left\|d^{k+}\right\| \leq \alpha B
$$

Using these inequalities, together with (10), we have from (37) that

$$
\begin{aligned}
\frac{f\left(x^{k}\right)-f\left(x^{k}\left(\alpha ; \delta_{k}(\alpha)\right)\right)}{\alpha} & \geq \bar{\sigma}\left\|x^{k}(1 ; 0)-x^{k}\right\|^{2}-\frac{2 \bar{\sigma} B}{\alpha} \delta_{k}(\alpha)+O(\alpha) \\
& \geq \bar{\sigma}\left\|x^{k}(1 ; 0)-x^{k}\right\|^{2}-2 \bar{\sigma} B C_{1} \alpha^{\tau / 2-1}+O(\alpha)
\end{aligned}
$$

Taking the limit, we have

$$
\lim _{\alpha \rightarrow 0} \frac{f\left(x^{k}\right)-f\left(x^{k}\left(\alpha ; \delta_{k}(\alpha)\right)\right)}{\alpha} \geq \bar{\sigma}\left\|x^{k}(1 ; 0)-x^{k}\right\|^{2}>0
$$

In either case, there is an $\hat{\alpha} \leq \bar{\alpha}$ with the desired property.
For the main result of this section, we need to be more specific about the choice of $\epsilon_{k}$. We now assume that

$$
\begin{equation*}
\epsilon_{k}=\min \left(\epsilon, \hat{c}_{k} \hat{\epsilon}\left(x_{k}\right)\right) \tag{38}
\end{equation*}
$$

where there is a constant $\hat{B}$ such that

$$
\hat{c}_{k} \in[1, \hat{B}]
$$

and
$\hat{\epsilon}(x)$ is a continuous function of $x$ that is zero only when $x$ is critical.
Theorem 4.5. Suppose that $\epsilon_{k}$ satisfies condition (38), that (A) holds, and that (B) holds for $x^{k}(\alpha, 0)$, for all $\alpha \in[0,1]$ and all $k$ sufficiently large. Then every accumulation point $x^{k}$ generated by the algorithm is critical.

Proof. The proof is quite similar to the proof of Proposition 2 of Gafni and Bertsekas [5]. Some modifications are necessary because of the inexactness in $x^{k}(\alpha)$ and because of the need for the quantity $\bar{\sigma}$ in Lemma 4.4. We include most of the details here, and refer the reader to [5] for the remainder.

Suppose for contradiction that there is a noncritical point $x^{*}$ and a subsequence $\mathcal{K}$ such that $\lim _{k \in \mathcal{K}} x^{k}=x^{*}$. If $\alpha_{k}$ denotes the steplength used in the step from $x^{k}$ to $x^{k+1}$, (11) implies that

$$
\begin{equation*}
\lim _{k \in \mathcal{K}} \alpha_{k} d^{k T} D^{k} d^{k}=0 \tag{39}
\end{equation*}
$$

$$
\begin{equation*}
\lim _{k \in \mathcal{K}} \frac{1}{\alpha_{k}}\left\|x^{k}\left(\alpha_{k} ; \delta_{k}\left(\alpha_{k}\right)\right)-\left(x^{k}+\alpha_{k} \tilde{d}^{k}\right)\right\|^{2}=0 \tag{40}
\end{equation*}
$$

Taking a subsequence if necessary, assume that

$$
\lim _{k \in \mathcal{K}} \alpha_{k}=\alpha^{*}
$$

for some $\alpha^{*} \in[0,1]$.
Two cases arise. First assume that $\alpha^{*}>0$. Then from (39), $d^{k} \xrightarrow{k \in \mathcal{K}} 0$ and so $\tilde{d}^{k} \xrightarrow{k \in \mathcal{K}} 0$ and $d^{k+} \xrightarrow{k \in \mathcal{K}}-\nabla f\left(x^{k}\right)$. Also from (40),

$$
\begin{equation*}
\lim _{k \in \mathcal{K}}\left\|x^{k}\left(\alpha_{k} ; \delta_{k}\left(\alpha_{k}\right)\right)-\left(x^{k}+\alpha_{k} \tilde{d}^{k}\right)\right\|=0 \tag{41}
\end{equation*}
$$

and so from (9),

$$
\lim _{k \in \mathcal{K}} \delta_{k}\left(\alpha_{k}\right)=0
$$

Using this limit together with (41), we get

$$
x^{*}\left(\alpha^{*}, 0\right)=P\left(x^{*}-\alpha^{*} \nabla f\left(x^{*}\right)\right)=x^{*}
$$

which implies that $x^{*}$ is critical.
For the second case, take $\alpha^{*}=0$. Then for $k \in \mathcal{K}$ sufficiently large, the test (11) will fail at least once, thus, using the notation

$$
\alpha_{k}^{-}=\frac{\alpha_{k}}{\beta}
$$

we have that

$$
\begin{gather*}
f\left(x^{k}\right)-f\left(x^{k}\left(\alpha_{k}^{-} ; \delta_{k}\left(\alpha_{k}^{-}\right)\right)\right.  \tag{42}\\
<\sigma\left\{\alpha_{k}^{-} d^{k T} D^{k} d^{k}+\frac{1}{\alpha_{k}^{-}}\left\|x^{k}\left(\alpha_{k}^{-} ; \delta_{k}\left(\alpha_{k}^{-}\right)\right)-\left(x^{k}+\alpha_{k}^{-} \tilde{d}^{k}\right)\right\|^{2}\right\}
\end{gather*}
$$

Since, by (38), $\epsilon_{k}$ is bounded away from zero, and since it follows from (36) that $\left\|g^{k}\right\|$ is bounded above, we have

$$
\begin{equation*}
\lim \inf _{k \in \mathcal{K}} \epsilon_{k} /\left\|g^{k}\right\|>0 \tag{43}
\end{equation*}
$$

Hence, setting $\bar{\sigma}=(\sigma+1) / 2$, Lemma 4.4 can be applied to find an $\bar{\alpha}>0$ such that (23) holds for $\alpha \in(0, \bar{\alpha}]$. Moreover, closer examination of the proof of Lemma 4.4 shows that, because of (43), the value of $\bar{\alpha}$ can be chosen independently of $x^{k}$, for $k$ sufficiently large. Now since $\lim _{k \in \mathcal{K}} \alpha_{k}^{-}=0$, we have for $k$ sufficiently large that

$$
\begin{gather*}
\nabla f\left(x^{k}\right)^{T}\left[x^{k}-x^{k}\left(\alpha_{k}^{-} ; \delta_{k}\left(\alpha_{k}^{-}\right)\right)\right] \\
\geq \frac{\sigma+1}{2}\left\{\alpha_{k}^{-} d^{k T} D^{k} d^{k}+\frac{1}{\alpha_{k}^{-}}\left\|x^{k}\left(\alpha_{k}^{-} ; \delta_{k}\left(\alpha_{k}^{-}\right)\right)-\left(x^{k}+\alpha_{k}^{-} \tilde{d}^{k}\right)\right\|^{2}\right\} \tag{44}
\end{gather*}
$$

Using the mean value theorem, and combining (42) and (44), we have

$$
\begin{array}{lc} 
& \frac{1-\sigma}{2}\left\{\alpha_{k}^{-} d^{k T} D^{k} d^{k}+\frac{1}{\alpha_{k}^{-}}\left\|x^{k}\left(\alpha_{k}^{-} ; \delta_{k}\left(\alpha_{k}^{-}\right)\right)-\left(x^{k}+\alpha_{k}^{-} \tilde{d}^{k}\right)\right\|^{2}\right\} \\
\leq & \nabla f\left(x^{k}\right)^{T}\left[x^{k}-x^{k}\left(\alpha_{k}^{-} ; \delta_{k}\left(\alpha_{k}^{-}\right)\right)\right]-f\left(x^{k}\right)+f\left(x^{k}\left(\alpha_{k}^{-} ; \delta_{k}\left(\alpha_{k}^{-}\right)\right)\right.  \tag{45}\\
= & {\left[\nabla f\left(x^{k}\right)-\nabla f\left(\delta^{k}\right)\right]^{T}\left[x^{k}-x^{k}\left(\alpha_{k}^{-} ; \delta_{k}\left(\alpha_{k}^{-}\right)\right)\right]}
\end{array}
$$

for some $\zeta^{k}$ on the line joining $x^{k}$ to $x^{k}\left(\alpha_{k}^{-}, \delta_{k}\left(\alpha_{k}^{-}\right)\right)$. Note that

$$
\frac{1}{\alpha_{k}^{-}}\left\|x^{k}-x^{k}\left(\alpha_{k}^{-} ; \delta_{k}\left(\alpha_{k}^{-}\right)\right)\right\| \leq \frac{1}{\alpha_{k}^{-}}\left\|x^{k}-x^{k}\left(\alpha_{k}^{-} ; 0\right)\right\|+\frac{\delta\left(\alpha_{k}^{-}\right)}{\alpha_{k}^{-}} \leq\left\|g^{k}\right\|+C_{1}\left(\alpha_{k}^{-}\right)^{\tau / 2-1}
$$

which is bounded because of (36). Hence the right-hand side of (45) is $o\left(\alpha_{k}^{-}\right)$, and dividing both sides of (45) by $\alpha_{k}^{-}$we have that

$$
\begin{gather*}
\lim _{k \in \mathcal{K}} d^{k T} D^{k} d^{k}=0  \tag{46}\\
\lim _{k \in \mathcal{K}} \frac{1}{\left(\alpha_{k}^{-}\right)^{2}}\left\|x^{k}\left(\alpha_{k}^{-} ; \delta_{k}\left(\alpha_{k}^{-}\right)\right)-\left(x^{k}+\alpha_{k}^{-} \tilde{d}^{k}\right)\right\|^{2}=0 \tag{47}
\end{gather*}
$$

From (46), $\lim _{k \in \mathcal{K}} d^{k}=0$ and so $\lim _{k \in \mathcal{K}} \tilde{d}^{k}=0$. Since in addition $\tilde{d}^{k} \in T^{k}$, we have that $x^{k}+\alpha_{k}^{-} \tilde{d}^{k} \in X$ for $k$ sufficiently large. Lemma 4.2(a) can be applied to show that

$$
\begin{gather*}
\\
\frac{1}{\alpha_{k}^{-}}\left\|x^{k}\left(\alpha_{k}^{-} ; 0\right)-\left(x^{k}+\alpha_{k}^{-} \tilde{d}^{k}\right)\right\|  \tag{48}\\
= \\
\geq
\end{gather*} \frac{1}{\alpha_{k}^{-}}\left\|P\left(\left(x^{k}+\alpha_{k}^{-} \tilde{d}^{k}\right)+\alpha_{k}^{-} d^{k+}\right)-\left(x^{k}+\alpha_{k}^{-} \tilde{d}^{k}\right)\right\| .
$$

Meanwhile Lemma 4.2(b) implies that

$$
\begin{equation*}
\frac{1}{\alpha_{k}^{-}}\left\|x^{k}\left(\alpha_{k}^{-} ; 0\right)-\left(x^{k}+\alpha_{k}^{-} \tilde{d}^{k}\right)\right\| \leq\left\|d^{k+}\right\| \leq B \tag{49}
\end{equation*}
$$

Taking the sequence in (47), and using Lemma 4.1, (10), (48), and (49), we have

$$
\begin{gather*}
\frac{1}{\left(\alpha_{k}^{-}\right)^{2}}\left\|x^{k}\left(\alpha_{k}^{-} ; \delta_{k}\left(\alpha_{k}^{-}\right)\right)-\left(x^{k}+\alpha_{k}^{-} \tilde{d}^{k}\right)\right\|^{2} \\
\text { (50) } \frac{1}{\left(\alpha_{k}^{-}\right)^{2}}\left\|x^{k}\left(\alpha_{k}^{-} ; 0\right)-\left(x^{k}+\alpha_{k}^{-} \tilde{d}^{k}\right)\right\|^{2}-\frac{2 \delta_{k}\left(\alpha_{k}^{-}\right)}{\alpha_{k}^{-}}\left(\frac{1}{\alpha_{k}^{-}}\right) \| x^{k}\left(\alpha_{k}^{-} ; 0\right)-\left(x^{k}+\right.  \tag{50}\\
\geq \quad\left\|P\left(\left(x^{k}+\alpha_{k}^{-} \tilde{d}^{k}\right)+d^{k+}\right)-\left(x^{k}+\alpha_{k}^{-} \tilde{d}^{k}\right)\right\|^{2}-2 B C_{1}\left(\alpha_{k}^{-}\right)^{\tau / 2-1} .
\end{gather*}
$$

Since the second term in this expression approaches zero, it follows from (50) that in the limit,

$$
P\left(x^{*}-\nabla f\left(x^{*}\right)\right)=x^{*}
$$

and so $x^{*}$ is critical, again giving a contradiction.
5. Local Convergence. For the exact algorithm, the local convergence analysis is quite simple because when convergence occurs to a local minimum that satisfies the "standard" assumptions, the iterates eventually all lie on the manifold defined by the constraints which are active at the solution. This does not occur in our case, where the iterates remain in the interior of $X$. We thus need to ensure that the distance of the iterates to the active manifold is decreasing sufficiently quickly so as not to interfere with the (rapid) convergence in the tangent direction. Fortunately, some inherent properties of the path following projection algorithm prove to be useful here.

In this section we prove R-quadratic convergence of an algorithm in which $D^{k}$ is a reduced Hessian. Much of the analysis is devoted to showing that steplengths
of $\alpha_{k}=1$ are used for all sufficiently large $k$. We start by defining a scheme for choosing $\epsilon_{k}$, then state an active set identification result. Eventual unit steplength is established in a sequence of lemmas and Theorem 5.6. We conclude with the main rate-of-convergence result in Theorem 5.7.

In addition to the assumptions made in the preceding sections, we use the following:
(D) $x^{*}$ is a strict local minimum that is nondegenerate, that is,

$$
-\nabla f\left(x^{*}\right) \in \operatorname{ri} N\left(x^{*} ; X\right)
$$

where ri $N\left(x^{*} ; X\right)$ is the interior of $N\left(x^{*} ; X\right)$ relative to the affine hull of $N\left(x^{*} ; X\right)$.
(E) $\epsilon_{k}$ is defined as

$$
\epsilon_{k}=\min \left(\epsilon, \hat{c}_{k} \epsilon\left(x_{k}\right)\right),
$$

where $\epsilon>0$ is a positive constant,

$$
\epsilon(x)=\|x-P(x-\nabla f(x))\|,
$$

and $\hat{c}_{k} \in[1, \hat{B}]$ for some $\hat{B}<\infty$. ( $\hat{c}_{k}$ is a "random" quantity and need not be a function of $x^{k}$.)

If Assumption (B) also holds at $x^{*}$, then Assumption (D) implies that there are unique scalars $y_{i}^{*}>0$ such that

$$
\begin{equation*}
-\nabla f\left(x^{*}\right)=\sum_{i \in \mathcal{A}} y_{i}^{*} a_{i} \tag{51}
\end{equation*}
$$

where $\mathcal{A}$ is as defined in section 1 . For later reference we introduce the notation

$$
\bar{A}=\left[a_{i}\right]_{i \in \mathcal{A}}, \quad \bar{A} \in R^{n \times r}, \quad r \leq n .
$$

Orthonormal matrices $Z \in R^{n \times(n-r)}$ and $Y \in R^{n \times r}$ can be defined such that $Z^{T} \bar{A}=0$ and $Z^{T} Y=0$.

Our relaxed definition of $\epsilon_{k}$ is motivated by the fact that calculation of $x-P(x-$ $\nabla f(x))$ involves a projection onto $X$ and hence will be carried out inexactly by the algorithm of section 3 . The following scheme can be used:

## Algorithm to calculate $\epsilon_{k}$ :

Step 1: Given some constant $\hat{C} \in(0,1)$, apply the algorithm of section 2 to find $P\left(x^{k}-\nabla f\left(x^{k}\right)\right)$, terminating when the duality gap $\epsilon_{P}^{2} / 2$ satisfies the inequality

$$
\epsilon_{P} \leq(1-\hat{C})\left\|\hat{x}^{k}-x^{k}\right\|
$$

where $\hat{\boldsymbol{x}}^{k}$ is the latest estimate of the solution.
Step 2: Set $\epsilon_{k}=\min \left(\epsilon, 2\left\|\hat{x}^{k}-x^{k}\right\|\right)$.
With the notation $\hat{x}^{k *}=P\left(x^{k}-\nabla f\left(x^{k}\right)\right)$, Lemma 4.1 and the conditions on $\epsilon_{P}$ can be used to show that

$$
\hat{C} \leq 1-\frac{\epsilon_{P}}{\left\|\hat{x}^{k}-x^{k}\right\|} \leq \frac{\left\|\hat{x}^{k *}-x^{k}\right\|}{\left\|\hat{x}^{k}-x^{k}\right\|} \leq 1+\frac{\epsilon_{P}}{\left\|\hat{x}^{k}-x^{k}\right\|} \leq 2-\hat{C} .
$$

Hence

$$
2\left\|\hat{x}^{k}-x^{k}\right\|=\hat{c}_{k}\left\|\hat{x}^{k *}-x^{k}\right\|, \quad \text { where } \quad \hat{c}_{k} \in\left[\frac{2}{2-\hat{C}}, \frac{2}{\hat{C}}\right]
$$

and so the requirements of Assumption (D) are satisfied.
From this definition of $\epsilon_{k}$, the following active set identification result can be proved:

Lemma 5.1. Suppose that assumptions (A), (D), and (E) hold and that (B) holds for $x^{k}(\alpha, 0)$, for $\alpha \in[0,1]$ and all $k$ sufficiently large. Assuming that $x^{*}$ is a limit point of the sequence $\left\{x^{k}\right\}$, we have $\lim _{k \rightarrow \infty} x^{k}=x^{*}$ and $\mathcal{I}^{k}=\mathcal{A}$ for all $k$ sufficiently large.

Proof. The result follows from Lemma B. 1 of Gafni and Bertsekas [5]; trivial modifications are required because of our relaxed definition of $\epsilon_{k}$. The Assumption (B) in [5] corresponds to our Assumption (C) (see Theorem 2.8 in Burke and Moré [1]).

We next show that the steplengths do not vanish as $k \rightarrow \infty$.
Lemma 5.2. Under the assumptions of Lemma 5.1, there is $\hat{\alpha}>0$ such that

$$
\alpha_{k} \geq \hat{\alpha}
$$

for all $k$ sufficiently large.
Proof. From Lemma 5.1 we have that for $k$ sufficiently large, $\mathcal{I}^{k}=\mathcal{A}$. Since $d^{k}=P_{T^{k}}\left(-\nabla f\left(x^{k}\right)\right) \rightarrow 0$, it follows that $\left\|g^{k}\right\| \rightarrow\left\|\nabla f\left(x^{*}\right)\right\| \leq B$. Now in Lemma 4.4, we are free to set $\epsilon_{k}$ uniformly equal to a constant $\tilde{\epsilon}>0$ which is chosen so that

$$
i \notin \mathcal{I}^{k}=\mathcal{A} \Rightarrow a_{i}^{T} x^{k} \leq b_{i}-2 \tilde{\epsilon}\left\|a_{i}\right\|
$$

for all sufficiently large $k$. Hence $\epsilon_{k} /\left\|g^{k}\right\|$ is bounded away from zero. Now, given any $\bar{\sigma} \in(0,1)$, we can apply Lemma 4.4 to find an $\bar{\alpha}(\bar{\sigma})>0$ such that for all $\alpha \in(0, \bar{\alpha}(\bar{\sigma})]$,

$$
\nabla f\left(x^{k}\right)^{T}\left[x^{k}-x^{k}\left(\alpha ; \delta_{k}(\alpha)\right)\right] \geq \bar{\sigma}\left[\alpha d^{k T} D^{k} d^{k}+\frac{1}{\alpha}\left\|x^{k}\left(\alpha ; \delta_{k}(\alpha)\right)-\left(x^{k}+\alpha \tilde{d}^{k}\right)\right\|^{2}\right]
$$

If we use $L$ as an upper bound on $\nabla^{2} f(x)$ for $x$ in some neighborhood of $x^{*}$, it follows exactly as in Gafni and Bertsekas [5] that

$$
\begin{gathered}
f\left(x^{k}\right)-f\left(x^{k}\left(\alpha ; \delta_{k}(\alpha)\right)\right) \\
\geq \quad \alpha\left(\bar{\sigma}-L \lambda_{2} \alpha\right) d^{k T} D^{k} d^{k}+\left(\frac{\bar{\sigma}}{\alpha}-L\right)\left\|x^{k}\left(\alpha ; \delta_{k}(\alpha)\right)-\left(x^{k}+\alpha \tilde{d}^{k}\right)\right\|^{2} .
\end{gathered}
$$

If we choose

$$
\tilde{\alpha}=\sup _{\bar{\sigma} \in[\sigma, 1)} \min \left(\bar{\alpha}(\bar{\sigma}), \frac{\bar{\sigma}-\sigma}{L \lambda_{2}}, \frac{\bar{\sigma}-\sigma}{L}\right)
$$

it follows from the line search mechanism (11) that

$$
\alpha_{k} \geq \hat{\alpha} \stackrel{\text { def }}{=} \frac{\tilde{\alpha}}{\beta}
$$

and the result follows since clearly $\hat{\alpha}>0$.
The next result follows easily from Lemma 5.2, Lemma B. 2 of [5], and the analysis of Dunn [2]

Lemma 5.3. Under the assumptions of Lemma 5.1, we have for all $k$ sufficiently large that

$$
x^{k}(\alpha ; 0)=x^{*}+Z v^{k}(\alpha) \in x^{*}+T^{k}
$$

for all $\alpha \in\left[\alpha_{k}, 1\right]$, where $v^{k}(\alpha) \in R^{n-r}$. Also,

$$
\begin{equation*}
\left(x^{k}+\alpha\left(\tilde{d}^{k}+d^{k+}\right)\right)-x^{k}(\alpha ; 0)=\bar{A} \bar{y}^{k}(\alpha) \in N\left(x^{*} ; X\right) \tag{52}
\end{equation*}
$$

for all $\alpha \in\left[\alpha_{k}, 1\right]$, where $\bar{y}^{k}(\alpha) \in R^{r}$ has $\bar{y}_{i}^{k}(\alpha)>C_{2} \alpha$ for $i=1, \cdots, r$ and some constant $C_{2}>0$.

Proof. We prove only the last statement concerning the lower bound on $\bar{y}^{k}(\alpha)$. Since $d^{k} \rightarrow 0$ and $d^{k+} \rightarrow-\nabla f\left(x^{k}\right)$, we can combine (51) and (52) to obtain

$$
\begin{equation*}
x^{k}(\alpha ; 0)-\left(x^{k}+\alpha \bar{A} y^{*}\right)+\bar{A} \bar{y}^{k}(\alpha) \rightarrow 0 \tag{53}
\end{equation*}
$$

where $y^{*}=\left\{y_{i}^{*}\right\}_{i \in \mathcal{A}}$. Since $x^{k+1}-x^{k} \rightarrow 0$ we have from (9) that $\delta_{k}\left(\alpha_{k}\right) \rightarrow 0$. Hence $0 \leq\left\|x^{k}\left(\alpha_{k} ; 0\right)-x^{k}\right\| \leq\left\|x^{k}\left(\alpha_{k} ; \delta_{k}\left(\alpha_{k}\right)\right)-x^{k}\left(\alpha_{k} ; 0\right)\right\|+\left\|x^{k+1}-x^{k}\right\| \leq \delta_{k}\left(\alpha_{k}\right)+\left\|x^{k+1}-x^{k}\right\| \rightarrow 0$.

Now by Lemma 4.2, and since $\alpha \in\left[\alpha_{k}, 1\right]$,

$$
\frac{1}{\alpha}\left\|x^{k}(\alpha ; 0)-x^{k}\right\| \leq \frac{1}{\alpha_{k}}\left\|x^{k}\left(\alpha_{k} ; 0\right)-x^{k}\right\|
$$

Since $\alpha_{k} \geq \hat{\alpha}$, it follows from this inequality that $x^{k}(\alpha ; 0)-x^{k} \rightarrow 0$. Hence from (53), using the full rank of $\bar{A}$, we have that

$$
\bar{y}^{k}(\alpha) \rightarrow \alpha y^{*}
$$

Since $y^{*}>0$, the result follows.
Corollary 5.4. Under the assumptions of Lemma 5.1, we have for all $k$ sufficiently large that

$$
Z^{T} s^{k+}=0 \quad \text { where } \quad s^{k+}=x^{k}(1 ; 0)-\left(x^{k}+\tilde{d}^{k}\right)
$$

In addition, $a_{i}^{T}\left(x^{k}+s^{k+}\right)=b_{i}$ for $i \in \mathcal{A}$.
Proof. The statement $Z^{T} s^{k+}=0$ follows from the second expression in Lemma 5.3 by setting $\alpha=1$ and noting that $Z^{T} d^{k+}=0$. For the second part, note that

$$
x^{k}+s^{k+}=x^{k}(1 ; 0)-\tilde{d}^{k} \in x^{*}+T^{k}
$$

from the first expression in Lemma 5.3 and the fact that $\tilde{d}^{k} \in T^{k}$. Hence $a_{i}^{T}\left(x^{k}+\right.$ $\left.s^{k+}\right)=a_{i}^{T} x^{*}=b_{i}$, as required.

For the remainder of this section we use the following notational conventions:

- $\gamma_{k}=\delta_{k}\left(\alpha_{k}\right)^{2} / 2$ is the final duality gap for the step from $x^{k}$ to $x^{k+1}$;
- The error in the approximate unit step is separated into two components:

$$
x^{k}\left(1 ; \delta_{k}(1)\right)-x^{k}(1 ; 0)=e^{k}=\tilde{e}^{k}+e^{k+}
$$

where $\tilde{e}^{k}=P_{T^{k}}\left(e^{k}\right)=Z Z^{T} e^{k}$ and $e^{k+}=Y Y^{T} e^{k}$;

- $\delta_{k}$ denotes $\delta_{k}(1)$.

A technical result is needed before establishing eventual unit steps.
Lemma 5.5. Suppose that Assumption (C) and the assumptions of Lemma 5.1 hold and that the "special case" in the projection algorithm (i.e., $x^{k}-\alpha_{k} g^{k} \in X$ ) occurs only finitely often. Then for $k$ sufficiently large, there are positive constants $C_{3}, C_{4}$, and $C_{5}$ such that

$$
\begin{aligned}
\left(d^{k+}\right)^{T} s^{k+} & \geq C_{3} \gamma_{k-1}\left\|d^{k+}\right\| \\
\left\|s^{k+}\right\| & \leq C_{4} \gamma_{k-1}
\end{aligned}
$$

Further, if $\alpha_{k}=1$, we have that

$$
\begin{aligned}
\left\|e^{k+}\right\| & \leq C_{5} \gamma_{k} \\
\left|d^{k T} \hat{e}^{k}\right| & \leq \delta_{k}\left\|d^{k}\right\|
\end{aligned}
$$

Proof. Assume $k$ is large enough that the "special case" never occurs after iteration $k-1$. Assume further that $\alpha_{k-1}$ and all subsequent steplengths are bounded below by $\hat{\alpha}$, as in Lemma 5.2. Recall that $x^{k}=x^{k-1}\left(\alpha_{k-1} ; \delta_{k-1}\left(\alpha_{k-1}\right)\right)$. Let $\nu^{k-1}$ and $y^{k-1}$ be the final values of the $\nu$ and $y$ variables in the projection algorithm of section 3 which was used to compute $x^{k}$. We start by finding bounds on elements of $\nu^{k-1}$ in terms of $\gamma_{k-1}$; these are needed for the first three inequalities.

As discussed in the proof of Lemma $5.3, \delta_{k}\left(\alpha_{k}\right) \rightarrow 0$; that is, the projection subproblem is solved more and more accurately. Recall that the matrix equation in (20) holds at every iteration of the projection algorithm. The first part of this equation yields that

$$
\begin{equation*}
x^{k}-\left(x^{k-1}+\alpha_{k-1}\left(\tilde{d}^{k-1}+d^{(k-1)+}\right)\right)+A y^{k-1}+q y_{m+1}^{k-1}=0 \tag{54}
\end{equation*}
$$

From the second part of the equation and the choice of $\tilde{\epsilon}$ in the proof of Lemma 5.2,

$$
\nu_{i}^{k-1}=b_{i}-a_{i}^{T} x^{k} \geq 2 \tilde{\epsilon}\left\|a_{i}\right\|>0 \quad \text { for } \quad i \notin \mathcal{A}
$$

Since $\gamma_{k-1}=\delta_{k-1}\left(\alpha_{k-1}\right)^{2} / 2=\sum_{i=1}^{m+1} \nu_{i}^{k-1} y_{i}^{k-1}$, we have for $i \notin \mathcal{A}$ that

$$
\begin{equation*}
0<y_{i}^{k-1} \leq \frac{\gamma_{k-1}}{\nu_{i}^{k-1}} \leq \frac{\gamma_{k-1}}{2 \tilde{\epsilon}\left\|a_{i}\right\|} \rightarrow 0 \tag{55}
\end{equation*}
$$

Since we have assumed that $\nu_{m+1}^{*}$ is bounded away from zero for all projection subproblems,

$$
\begin{equation*}
y_{m+1}^{k-1} \rightarrow 0 \tag{56}
\end{equation*}
$$

Now, using $k-1$ instead of $k$ in (52) and setting $\alpha=\alpha_{k-1}$,

$$
\begin{equation*}
x^{k-1}\left(\alpha_{k-1} ; 0\right)-\left(x^{k-1}+\alpha_{k-1}\left(\tilde{d}^{k-1}+d^{(k-1)+}\right)\right)+\bar{A} \bar{y}^{k-1}\left(\alpha_{k-1}\right)=0 \tag{57}
\end{equation*}
$$

Comparing (54) with (57), we have

$$
x^{k-1}\left(\alpha_{k-1} ; 0\right)-x^{k}=A y^{k-1}+q y_{m+1}^{k-1}-\bar{A} \bar{y}^{k-1}\left(\alpha_{k-1}\right)
$$

Using (55)-(56), the full rank of $\bar{A}$, and noting that $\left\|x^{k}-x^{k-1}\left(\alpha_{k-1} ; 0\right)\right\| \leq \delta_{k-1}\left(\alpha_{k-1}\right) \rightarrow$ 0 , we have that for some constant $C_{2}>0$,

$$
y_{i}^{k-1} \rightarrow \bar{y}_{i}^{k-1}\left(\alpha_{k-1}\right) \geq C_{2} \alpha_{k-1} \quad \text { for } i \in \mathcal{A}
$$

Hence for $k$ sufficiently large, with $\alpha_{k-1} \geq \hat{\alpha}$, there is a constant $C_{2 L}>0$ such that

$$
y_{i}^{k-1} \geq C_{2 L} \quad \text { for } i \in \mathcal{A}
$$

Also, by full rank of $\bar{A}$ and boundedness of $\nabla f$, there is a $C_{2 U}>0$ such that

$$
y_{i}^{k-1} \leq C_{2 U}
$$

By Assumption (C), we have for $i \in \mathcal{A}$ that

$$
\nu_{i}^{k-1} \geq \frac{\gamma_{k-1}}{\mu y_{i}^{k-1}} \geq \frac{\gamma_{k-1}}{C_{2 U} \mu} .
$$

Also,

$$
\nu_{i}^{k-1} \leq \frac{\gamma_{k-1}}{y_{i}^{k-1}} \leq \frac{\gamma_{k-1}}{C_{2 L}}
$$

From these last two expressions, we can define positive constants $C_{7 L}$ and $C_{7 U}$ such that

$$
\begin{equation*}
C_{7 L} \gamma_{k-1} \leq \nu_{i}^{k-1} \leq C_{7 U} \gamma_{k-1} \quad \text { for } i \in \mathcal{A} \tag{58}
\end{equation*}
$$

For the first result, note from $d^{k+} \rightarrow-\nabla f\left(x^{*}\right)$ and $Z^{T} d^{k+}=0$ that $d^{k+}=\bar{A} t^{k}$, where $t^{k} \rightarrow y^{*}$. Hence $t^{k}>0$ for $k$ sufficiently large. From Corollary 5.4, (20), and (58), we have for $i \in \mathcal{A}$ that

$$
a_{i}^{T} s_{i}^{k+}=b_{i}-a_{i}^{T} x^{k}=\nu_{i}^{k-1} \geq C_{7 L} \gamma_{k-1} .
$$

Hence, noting that $\left\|t^{k}\right\| \geq\left\|d^{k+}\right\| /\|\bar{A}\|$, we have

$$
\left(d^{k+}\right)^{T} s^{k+}=\left(\bar{A} t^{k}\right)^{T} s^{k+}=t^{k T}\left(\bar{A}^{T} s^{k+}\right) \geq C_{7 L} \gamma_{k-1}\left\|t^{k}\right\| \geq C_{3} \gamma_{k-1}\left\|d^{k+}\right\|
$$

for $C_{3}=C_{7 L} /\|\bar{A}\|$, giving the first result.
For the second result, we have from Lemma 5.3, Corollary 5.4, and (20) that for some $u^{k} \in \mathbf{R}^{r}$,

$$
s^{k+}=\bar{A} u^{k} \quad \text { and } \quad \bar{A}^{T} s^{k+}=\left[\nu_{i}^{k-1}\right]_{i \in \mathcal{A}}
$$

Hence

$$
\bar{A}^{T} \bar{A} u^{k}=\left[\nu_{i}^{k-1}\right]_{i \in \mathcal{A}},
$$

which, by full rank of $\bar{A}$, boundedness of $\rho_{i}$, and (58), gives that

$$
\left\|u^{k}\right\| \leq C_{8} \gamma_{k-1}
$$

for some constant $C_{8}>0$. Since

$$
\left\|s^{k+}\right\| \leq\|\bar{A}\|\left\|u^{k}\right\|
$$

the result follows by setting $C_{4}=C_{8}\|\bar{A}\|$.
For the third inequality, we again use (20) and Lemma 5.3 to deduce that for $i \in \mathcal{A}$,

$$
\nu_{i}^{k}=b_{i}-a_{i}^{T} x^{k}\left(1 ; \delta_{k}\right)=a_{i}^{T}\left[x^{k}(1 ; 0)-x^{k}\left(1 ; \delta_{k}\right)\right]=-a_{i}^{T} e^{k+}
$$

Now $e^{k+}=\bar{A} v^{k}$ for some $v^{k}$, so an identical argument to that of the preceding paragraph can be used to give the result.

The fourth inequality follows simply from

$$
\left|d^{k T} \tilde{e}^{k}\right| \leq\left\|d^{k}\right\|\left\|\tilde{e}^{k}\right\| \leq\left\|d^{k}\right\|\left\|e^{k}\right\| \leq \delta_{k}\left\|d^{k}\right\|
$$

Theorem 5.6. Suppose that Assumptions (A), (C), (D), and (E) hold and that Assumption (B) holds in a neighborhood of $x^{*}$. Suppose that $Z^{T} \nabla^{2} f\left(x^{*}\right) Z$ is positive definite and that for $k$ sufficiently large, the tangent component of the step is given by

$$
\tilde{d}^{k}=Z\left(Z^{T} \nabla^{2} f\left(x^{k}\right) Z\right)^{-1} Z^{T} d^{k}
$$

Suppose there is a non-negative sequence $\left\{\xi_{k}\right\}$ such that $\lim _{k \rightarrow \infty} \xi_{k}=0$ and that, in addition to (9),(10), the sequence $\left\{\delta_{k}\right\}$ satisfies

$$
\begin{align*}
\left\|d^{k}\right\| \delta_{k} & \leq \xi_{k} \gamma_{k-1}  \tag{59}\\
\delta_{k}^{2} & \leq \xi_{k} \gamma_{k-1}
\end{align*}
$$

Assume that $\sigma<0.5$ in (11). Then $\alpha_{k}=1$ for all sufficiently large $k$.
Proof. First, we consider the special case of $x^{*} \in \operatorname{int} X$, for which we have $\nabla f\left(x^{*}\right)=0$. By Lemma 5.1, the two-metric gradient projection method reduces to Newton's method when $k$ is sufficiently large. Consequently, $d^{k}=-\nabla f\left(x^{k}\right)$, and $\tilde{d}^{k}=-\left(\nabla^{2} f\left(x^{k}\right)\right)^{-1} \nabla f\left(x^{k}\right)$. By Lemma $5.3, x^{k}(1 ; 0)=x^{k}+\tilde{d}^{k} \in \operatorname{int} X$ for $k$ sufficiently large. Correspondingly, exactness of the projection yields $\gamma_{k}=\delta_{k} \equiv 0$ for all such $k$. Now

$$
\begin{aligned}
f\left(x^{k}\right)-f\left(x^{k}\left(1 ; \delta_{k}\right)\right) & =f\left(x^{k}\right)-f\left(x^{k}+\tilde{d}^{k}\right) \\
& =-\nabla f\left(x^{k}\right)^{T} \tilde{d}^{k}-\frac{1}{2}\left(\tilde{d}^{k}\right)^{T} \nabla^{2} f\left(x^{k}\right) \tilde{d}^{k}+o\left(\left\|\tilde{d}^{k}\right\|^{2}\right) \\
& =\frac{1}{2} d^{k T}\left(\nabla^{2} f\left(x^{k}\right)\right)^{-1} d^{k}+o\left(\left\|d^{k}\right\|^{2}\right)
\end{aligned}
$$

The second term on the right-hand side of (11) is zero, so for $k$ sufficiently large, (11) is satisfied for $\alpha_{k}=1$.

In the remaining case, $x^{*} \in \partial X$; thus, by Assumption (C), $\nabla f\left(x^{*}\right) \neq 0$. Moreover, the "special case" does not occur in the projection algorithm for sufficiently large $k$ (this follows directly from (52), which states in particular that $\left(x^{k}-\alpha_{k} g^{k}\right)-P\left(x^{k}-\right.$ $\left.\alpha_{k} g^{k}\right) \neq 0$ ). Since

$$
\nabla f\left(x^{k}\right)=-d^{k}-d^{k+}
$$

and

$$
x^{k}\left(1 ; \delta_{k}\right)=x^{k}+\tilde{d}^{k}+s^{k+}+e^{k}
$$

we have that

$$
\begin{gathered}
f\left(x^{k}\right)-f\left(x^{k}\left(1 ; \delta_{k}\right)\right)=\nabla f\left(x^{k}\right)^{T}\left[x^{k}-x^{k}\left(1 ; \delta_{k}\right)\right] \\
=\left[(1 / 2)\left[x^{k}-x^{k}\left(1 ; \delta_{k}\right)\right]^{T} \nabla^{2} f\left(x^{k}\right)\left[x^{k}-x^{k}\left(1 ; \delta_{k}\right)\right]+o\left(\left\|x^{k}-x^{k}\left(1 ; \delta_{k}\right)\right\|^{2}\right)\right. \\
=\left[-d^{k}-d^{k+}\right]^{T}\left[-\tilde{d}^{k}-s^{k+}-e^{k}\right]-(1 / 2)\left[-\tilde{d}^{k}-\left(s^{k+}+e^{k}\right)\right]^{T} \nabla^{2} f\left(x^{k}\right)\left[-\tilde{d}^{k}-\left(s^{k+}+e^{k}\right)\right] \\
+o\left(\left\|x^{k}-x^{k}\left(1 ; \delta_{k}\right)\right\|^{2}\right)
\end{gathered}
$$

It can be easily shown that $\tilde{d}^{k T} \nabla^{2} f\left(x^{k}\right) \tilde{d}^{k}=d^{k T} \tilde{d}^{k}$, and so, after some rearrangement,

$$
\begin{gather*}
f\left(x^{k}\right)-f\left(x^{k}\left(1 ; \delta_{k}\right)\right) \\
=\begin{array}{c}
\left\{\frac{1}{2} d^{k T} \tilde{d}^{k}+\left(s^{k+}+e^{k}\right)^{T}\left(s^{k+}+e^{k}\right)\right\}+\left(d^{k+}\right)^{T} s^{k+}-\nabla f\left(x^{k}\right)^{T} e^{k} \\
-\frac{1}{2}\left[s^{k+}+e^{k}\right]^{T}\left[\nabla^{2} f\left(x^{k}\right)+2 I\right]\left[s^{k+}+e^{k}\right]-\left[s^{k+}+e^{k}\right]^{T} \nabla^{2} f\left(x^{k}\right) \tilde{d}^{k} \\
+o\left(\left\|x^{k}-x^{k}\left(1 ; \delta_{k}\right)\right\|^{2}\right) .
\end{array}
\end{gather*}
$$

Now Lemma 5.5 can be used to deduce the following inequalities:

$$
\left(d^{k+}\right)^{T} s^{k+} \geq C_{3} \gamma_{k-1}\left\|d^{k+}\right\| \geq \bar{C}_{3} \gamma_{k-1}
$$

for some $\bar{C}_{3}>0$, since $\left\|d^{k+}\right\| \rightarrow\left\|\nabla f\left(x^{*}\right)\right\| \neq 0$;

$$
\begin{aligned}
&\left|\nabla f\left(x^{k}\right)^{T} e^{k}\right| \leq\left|d^{k T} \tilde{e}^{k}\right|+\left|\left(d^{k+}\right)^{T} e^{k+}\right| \leq \delta_{k}\left\|d^{k}\right\|+C_{5} B \gamma_{k} \\
& \frac{1}{2}\left|\left[s^{k+}+e^{k}\right]^{T}\left[\nabla^{2} f\left(x^{k}\right)+2 I\right]\left[s^{k+}+e^{k}\right]\right| \leq C_{11}\left\|s^{k+}+e^{k}\right\|^{2} \\
& \leq C_{12} \gamma_{k-1}^{2}+C_{13} \gamma_{k-1} \delta_{k}+C_{14} \delta_{k}^{2} ; \\
&\left|\left[s^{k+}+e^{k}\right]^{T} \nabla^{2} f\left(x^{k}\right) \tilde{d}^{k}\right| \leq C_{15}\left\|d^{k}\right\|\left(\gamma_{k-1}+\delta_{k}\right)
\end{aligned}
$$

By substituting in (60), we obtain

$$
\begin{gathered}
f\left(x^{k}\right)-f\left(x^{k}\left(1 ; \delta_{k}\right)\right) \geq\left\{\frac{1}{2} d^{k T} \tilde{d}^{k}+\left(s^{k+}+e^{k}\right)^{T}\left(s^{k+}+e^{k}\right)\right\} \\
+\bar{C}_{3} \gamma_{k-1}-\delta_{k}\left\|d^{k}\right\|-C_{5} B \gamma_{k}-C_{12} \gamma_{k-1}^{2}-C_{13} \gamma_{k-1} \delta_{k}-C_{14} \delta_{k}^{2} \\
-C_{15}\left\|d^{k}\right\| \gamma_{k-1}-C_{15}\left\|d^{k}\right\| \delta_{k}+o\left(\left\|\tilde{d}^{k}+s^{k+}+e^{k}\right\|^{2}\right) \\
=\begin{array}{c}
\left\{\frac{1}{2} d^{k T} \tilde{d}^{k}+\left(s^{k+}+e^{k}\right)^{T}\left(s^{k+}+e^{k}\right)\right\} \\
+\gamma_{k-1}\left[\bar{C}_{3}-\xi_{k}-\left(C_{5} B \xi_{k} / 2\right)-C_{12} \gamma_{k-1}-C_{13} \delta_{k}-C_{14} \xi_{k}\right. \\
\left.-C_{15}\left\|d^{k}\right\|-C_{15} \xi_{k}\right]+o\left(\left\|\tilde{d}^{k}+s^{k+}+e^{k}\right\|^{2}\right)
\end{array} .
\end{gathered}
$$

As $k \rightarrow \infty$, the term in square brackets approaches $\bar{C}_{3}>0$; that is, it is positive for sufficiently large $k$. It is easy to see that the final $o\left(\left\|\tilde{d}^{k}+s^{k+}+e^{k}\right\|^{2}\right)$ term is eventually dominated by the term in curly brackets. Hence, since $\sigma \in\left(0, \frac{1}{2}\right)$, we have for $k$ sufficiently large that

$$
f\left(x^{k}\right)-f\left(x^{k}\left(1 ; \delta_{k}\right)\right) \geq \sigma\left\{d^{k T} \tilde{d}^{k}+\left\|x^{k}\left(1, \delta_{k}\right)-\left(x^{k}+\tilde{d}^{k}\right)\right\|^{2}\right\}
$$

and so $\alpha_{k}=1$ passes the acceptance test (11) and $x^{k}\left(1 ; \delta_{k}\right)$ will be accepted as the new iterate.

The conditions (59) should be imposed only in the final stages of the algorithm, when there is a suspicion that the active manifold has been identified. Otherwise, it could happen that at some early iterate, $x^{k}-g^{k} \in \operatorname{int} X$, in which case the projection is performed exactly $\left(\gamma_{k}=\delta_{k}=0\right)$ and, because of (59), exact projections would be demanded at all subsequent iterations.

A similar result to Theorem 5.6 can be stated for the alternative acceptance test (12), and it can be proved in almost identical fashion.

We can now prove the final result.
Theorem 5.7. Suppose that the assumptions of Theorem 5.6 hold and that the sequence $\left\{\gamma_{k}\right\}$ converges $Q$-quadratically to zero, that is, there is a constant $C_{10}$ such that

$$
\begin{equation*}
\delta_{k} \leq C_{10} \gamma_{k-1} \tag{61}
\end{equation*}
$$

Then the rate of local convergence of the algorithm is $R$-quadratic.
Proof. In the case $x^{*} \in \operatorname{int} X$, we actually obtain Q-quadratic convergence, since the algorithm eventually reduces to Newton's method. We therefore focus on the case of $x^{*} \in \partial X$.

By setting $\xi_{k}=\max \left(\left\|d^{k}\right\|, \delta_{k}\right)$, it is easy to see that (61) implies (59), and so Theorem 5.6 applies. By the definition of $s^{k+}$,

$$
x^{k}+\tilde{d}^{k}-x^{k}(1 ; 0)=-s^{k+}
$$

Multiplying through by $Z^{T}$, and using the definition of $\tilde{d}^{k}$, we obtain

$$
\begin{equation*}
Z^{T}\left(x^{k}-x^{k}(1 ; 0)\right)-\left(Z^{T} \nabla^{2} f\left(x^{k}\right) Z\right)^{-1} Z^{T} \nabla f\left(x^{k}\right)=0 \tag{62}
\end{equation*}
$$

By optimality of $x^{*}, Z^{T} \nabla f\left(x^{*}\right)=0$, so by Taylor series expansion, and since $Z Z^{T}+$ $Y Y^{T}=I$,

$$
\begin{aligned}
(63) Z^{T}\left(\nabla f(x)+\nabla^{2} f(x)\left(x^{*}-x\right)\right) & =O\left(\left\|x-x^{*}\right\|^{2}\right) \\
\Rightarrow \quad Z^{T} \nabla f\left(x^{k}\right)-Z^{T} \nabla^{2} f\left(x^{k}\right) Z Z^{T}\left(x^{k}-x^{*}\right) & =Z^{T} \nabla^{2} f\left(x^{k}\right) Y Y^{T}\left(x^{k}-x^{*}\right)+O\left(\left\|x^{k}-x^{*}\right\|^{2}\right)
\end{aligned}
$$

Multiplying (63) by $\left(Z^{T} \nabla f\left(x^{k}\right) Z\right)^{-1}$, and adding to (62), we have

$$
\begin{equation*}
\left\|Z^{T}\left(x^{*}-x^{k}(1 ; 0)\right)\right\|=O\left(\left\|Y^{T}\left(x^{k}-x^{*}\right)\right\|\right)+O\left(\left\|x^{k}-x^{*}\right\|^{2}\right) \tag{64}
\end{equation*}
$$

Recall that $x^{k}=x^{k-1}\left(1 ; \delta_{k-1}\right)$ and that by Lemma 5.3

$$
\begin{equation*}
Y^{T}\left(x^{k-1}(1 ; 0)-x^{*}\right)=0 \tag{65}
\end{equation*}
$$

for all sufficiently large $k$. Hence, using the third inequality in Lemma 5.5, we have

$$
\begin{align*}
\left\|Y^{T}\left(x^{k}-x^{*}\right)\right\| & =\left\|Y^{T}\left(x^{k-1}\left(1 ; \delta_{k-1}\right)-x^{k-1}(1,0)\right)\right\| \\
& =\left\|e^{(k-1)+}\right\|  \tag{66}\\
& \leq C_{20} \gamma_{k-1}
\end{align*}
$$

From (64)-(66),

$$
\begin{align*}
\left\|x^{*}-x^{k+1}\right\| & \leq\left\|x^{*}-x^{k}(1 ; 0)\right\|+\left\|e^{k}\right\| \\
& \leq C_{20} \gamma_{k-1}+\delta_{k}+O\left(\left\|x^{k}-x^{*}\right\|^{2}\right) \tag{67}
\end{align*}
$$

Now $\delta_{k} \leq C_{10} \gamma_{k-1}$, and so we can choose a constant $C_{21} \geq \max \left(1, C_{20}+C_{10}\right)$ such that

$$
\begin{equation*}
\left\|x^{*}-x^{k+1}\right\| \leq C_{21} \max \left(\gamma_{k-1},\left\|x^{*}-x^{k}\right\|^{2}\right) \tag{68}
\end{equation*}
$$

Given any $\tau<C_{21}^{-1}$, we can choose an integer $\bar{k}$ sufficiently large that

$$
\gamma_{k-1} \leq \tau^{2} \quad \text { and } \quad\left\|x^{k}-x^{*}\right\| \leq \tau \text { for all } k \geq \bar{k}
$$

An inductive argument based on (68) then shows that

$$
\left\|x^{\bar{k}+j}-x^{*}\right\| \leq \bar{\tau}_{j}
$$

where

$$
\begin{aligned}
\bar{\tau}_{0} & =\tau \\
\bar{\tau}_{j+1} & =C_{21} \bar{\tau}_{j}^{2}
\end{aligned}
$$

Clearly the sequence $\left\{\bar{\tau}_{j}\right\}$ is Q-quadratically convergent, so the result follows.
Results similar to Theorems 5.6 and 5.7 could be proved for other choices of $\tilde{d}^{k}$ — for example, where $\tilde{d}^{k}$ is a quasi-Newton or inexact Newton method step rather than the reduced Newton step. These would be of practical importance in applications in which it is difficult to compute or factor the reduced Hessian.

Finally, we note that it may be efficient to include a second "local" phase in the basic algorithm of section 2. When it appears that the active constraint set has been identified, the current iterate could be projected onto the appropriate manifold (placing it on $\partial X$ ). Standard methods for equality-constrained nonlinear programming could then be applied to identify the minimum on this manifold. However, it is likely that the basic algorithm would also be quite efficient in this situation because, as the final few iterates are close together, a good starting point for the projection would be readily available.
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