
Solution of Large, Sparse Systems of Linear Equations in MassivelyParallel ApplicationsMark T. Jones Paul E. PlassmannMathematics and Computer Science DivisionArgonne National Laboratory9700 South Cass AvenueArgonne, IL 60439AbstractWe present a general-purpose parallel iterativesolver for large, sparse systems of linear equations.This solver is used in two applications, a piezoelectriccrystal vibration problem and a superconductor model,that could be solved only on the largest available mas-sively parallel machine. Results obtained on the IntelDELTA show computational rates of up to 3.25 gi-ga
ops for these applications.1 OverviewThe computational kernel of many large-scale ap-plications [9, 10], and in particular the two applica-tions we discuss in this paper, is the repeated solutionof large, sparse linear systems. The focus of our pa-per is the scalable solution of such sparse systems. Aspart of two separate e�orts, we have implemented twomassively parallel scienti�c applications: computationof the vortex con�gurations of type-II superconduc-tors, and modeling of vibrational modes of piezoelec-tric crystal strip oscillators. The solution of sparselinear systems is the dominant computation of each ofthese applications and also the most di�cult portion ofeach application to parallelize. We have designed andimplemented scalable parallel algorithms for solvingsparse linear systems that allow each of these appli-cations to e�ciently utilize scalable architectures suchas the Intel DELTA.The sparse linear algebra algorithms and softwarethat we have designed are general purpose; they canbe used for both structured and unstructured prob-lems. The software can solve symmetric sparse prob-lems with an arbitrary sparsity structure. The basiciterative method we use is the conjugate gradient algo-

rithm preconditioned by an incomplete matrix factor-ization. A new, parallel multicoloring heuristic is em-ployed to reorder the linear systems to obtain scalableperformance [11]. Our algorithms have demonstratedscalable performance over a wide range of problems onthe Intel iPSC/860 and the Intel DELTA [7]. In ad-dition, we have achieved computational rates of up to3.25 giga
ops on the Intel DELTA computer for sparseproblems arising from the two applications considered.We emphasize three important aspects of the per-formance results reported in this paper. First, thesparse iterative methods we have employed are thebest general-purpose serial algorithms for these prob-lems. Through the development of new techniques, wehave made these previously unparallelizable serial al-gorithms scalable. Higher computational rates couldbe achieved by using an inferior iterative method atthe expense of much greater total solution time. Sec-ond, these scalable methods are independent of anyspeci�c matrix structure; higher computational ratescould be achieved by using an implementation that issparsity structure speci�c for each application. Third,we note that only e�ective 
ops are included in thecomputational rates we have reported, namely, onlythose 
ops that would take place in a good serial im-plementation.Software portability has been a major considerationin the design of our scalable linear algebra libraries.We encapsulate the communication in a few subrou-tines and utilize macros to interface to a number ofdi�erent message-passing packages. We use the Level2 and 3 dense BLAS in the computationally inten-sive portions of the code. We are able to make use ofthe higher-level BLAS by extracting common nonzerostructures and local clique structures from these sparsesystems using graph techniques. These techniques aredescribed brie
y in x2. The high-level dense BLAS en-



able us to achieve excellent performance on the high-performance RISC chips that are utilized in most mas-sively parallel machines.We demonstrate the general applicability of oursoftware through its use in two very di�erent applica-tions. The matrix sparsity structures, condition num-bers, and eigenvalue distributions of the linear systemsthat arise in these two applications are radically dif-ferent.The �rst application involves the computation ofthe equilibrium vortex structure and con�gurationsfor three-dimensional, layered type-II superconduc-tors. The physical con�guration of these systems aremodeled by computing the minimum energy solutionto a generalization of the Ginzburg-Landau free en-ergy given by the Lawrence-Doniach model. By us-ing large-scale optimization techniques, we can suc-cessfully compute solutions to these models for com-plex vortex structures. Because solutions are desiredfor arbitrary applied magnetic �elds and the materialis nonisotropic, a complete three-dimensional modelis required. The resulting problems are very compu-tationally demanding, often requiring the solution ofnonlinear systems with 107 independent variables. Inthis collaborative project with the Materials ScienceDivision at Argonne, the computed solutions are beingused to develop a more complete understanding of vor-tex behavior and, therefore, enable the development ofhigher-temperature superconductors. Sustained com-putational rates of over 3 giga
ops for the entire ap-plication have been achieved on the Intel DELTA. Forone problem instance, we have found improvements ofover a factor of 100 in the total execution time whencompared to the same problem run on the CRAY-2. Inaddition, the ability to run signi�cantly larger prob-lems on the Intel DELTA allows for the solution ofmuch more accurate three-dimensional superconduc-tor models.The second application, a collaborative project be-tween Argonne and Motorola, involves the modelingof the vibrational modes of piezoelectric crystal striposcillators. Piezoelectric crystals are crucial to theperformance of almost every product Motorola manu-factures; they are the critical component of almost alloscillatory circuits. These crystals must be designedto vibrate in a particular mode shape at a speci�c fre-quency over a wide range of temperatures. To meetthese demanding design goals, engineers would like tobe able to accurately model the behavior of the crys-tals in a timely fashion from their desktop workstation.A special high-order �nite element formulation devel-oped by engineers at Motorola and Argonne is used to

model the electrical and mechanical characteristics ofthe crystals. Because we are interested in a particularsubset of modes near the middle of the eigenspectrum,we must use a very re�ned mesh, making this a verycomputationally demanding problem. Accurate mod-eling of these vibrational modes requires the solutionof sparse matrices with more than 108 nonzeros. Byutilizing the Intel DELTA at a sustained computa-tion rate of approximately 2 giga
ops, we have solvedproblems in a little over a hour that engineers at Mo-torola had previously abandoned as computationallyintractable.Both the sparse linear algebra codes and the appli-cation codes operate in a non trivial environment. Thecodes themselves are complex; the linear algebra soft-ware constitutes over 10,000 lines, as does each of theapplication codes. They must operate in a portablefashion; we routinely run the codes on networks ofworkstations, the BBN TC2000, the Intel iPSC/860,and the Intel DELTA. Each of the codes interfaces toa number of graphics packages such as AVS or theDor�e system. In addition, the crystal code is capableof sending data from the parallel machine that it run-ning on a socket connection to a graphics workstationfor instantaneous display.In x2 we discuss the scalable sparse linear algebra li-braries. In x3 and x4 we describe the two applications,the superconductor vortex con�guration problem andthe vibrational mode problem for piezoelectric striposcillators. Finally, in x5 we present the performanceresults for these two applications on the Intel DELTA.2 Scalable Iterative Methods for theSolution of Sparse Linear SystemsIn this section we brie
y discuss the algorithmsused in the scalable libraries for solving sparse lin-ear systems. The iterative solver uses an incompletematrix factorization as a preconditioner for the conju-gate gradient algorithm [12]. This is a general-purposepreconditioner that performs well for many problems,including the sparse problems arising in the applica-tions with which we are concerned. In fact, examplesof the linear systems that arise in these problems can-not be e�ciently solved with a simple local precondi-tioner. An important advantage of this approach isthat it can be used for structured and unstructuredproblems.The traditional serial approach to generate incom-plete factors employs a \natural" ordering of the vari-ables. Unfortunately, a scalable parallel implemen-2



tation of this approach is impossible because the de-pendencies in the solution of triangular systems makethis computation inherently sequential. However, areordering of the preconditioning matrix based on agraph coloring does allow for its scalable solution. Thereordered triangular system solution is scalable be-cause the number of sequential communication stepsis proportional to the chromatic number of the graph,which is essentially a function of the local graph struc-ture and independent of the size of the graph. In Fig-ure 1 we give an example of a multicoloring orderingfor a regular grid that requires four colors.Figure 1: The adjacency graph corresponding to anine-point stencil requires four colors. An orderingof the variables of the corresponding linear system al-lows a triangular system of the same structure to besolved in four major parallel steps. One step for theunknowns corresponding to each color, followed by in-terprocessor communication to update the right-handside.
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We have demonstrated that this technique is e�ec-tive for unstructured problems [7]. These algorithmshave exhibited scalable performance for a range ofstructured and unstructured �nite element and �nitedi�erence problems. We have also developed and im-plemented a scalable graph coloring heuristic based on

�nding a sequence of independent sets [11]. Thus, thisapproach is not dependent on the a priori knowledgeof a coloring. In addition, we note that recent theo-retical results have shown that one does not see thedramatic increase the number of iterations requiredfor convergence with \many color" orderings that onesees with the red/black ordering for model problems[8]. These results corroborate our experimental con-vergence results for the sparse problems for these twoapplications.It is not su�cient to achieve scalable performance;one must also achieve good computation rates on eachnode. For RISC chips such as the i860, the bestperformance is obtained by algorithms that exhibitgood data locality and minimize indirect addressing.A standard implementation of a sparse matrix timesvector multiplication does not exhibit good data lo-cality and uses a large amount of indirect addressing.To improve locality and minimize indirect addressing,one can take advantage of the special local structureinherent to many of these multicomponent problems.For example, large, dense cliques exist in these graphsand can be easily recognized. In all of the sparse op-erations that we perform, operations involving thesecliques can utilize dense level 2 and 3 BLAS. In ad-dition, many rows of the sparse matrix have identicalstructure, but di�ering nonzero values. By exploitingthis structure, we can signi�cantly reduce the amountof indirect addressing. We note that these ideas havebeen used with dramatic e�ect in direct sparse factor-ization for several years. In x5 we demonstrate the im-provement in processor e�ciencies obtained for thesesystems.3 Computation of Equilibrium VortexCon�gurations for 3-DimensionalLayered Type-II SuperconductorsThe recent discovery of new, high-temperature su-perconductors has resulted in a tremendous interestin the modeling and understanding of layered type-II superconducting systems. Characteristic of type-IIsuperconductors is their ability to remain supercon-ducting in a so-called mixed state. In the mixed state,which exists between a lower and upper critical appliedmagnetic �eld denoted by Hc1 and Hc2, respectively,these materials allow magnetic 
ux lines to penetratethe bulk of the material. This phenomenon is possi-ble because of the formation of compensating vortexcurrents around these magnetic 
ux lines which shieldthe remaining superconducting regions from the e�ect3



of the magnetic �eld. This physical property of type-II superconductors is very di�erent from the originaltype-I variety, which are superconducting only at verylow temperatures and are characterized by the expul-sion of any applied magnetic �eld from the bulk of thematerial (the well-known Meissner e�ect).An understanding of and predictive capability forthe vortex structure and con�gurations of vortices intype-II superconductors are crucial to the develop-ment of desired physical properties for these materials.As a phenomenological model, the Ginzburg-Landautheory has been very successful in the prediction of thevortex structure and con�gurations for type-II super-conductors. Unfortunately, analytic solutions to thismodel are known only for a few special cases. There-fore, the development of e�ective computationalmeth-ods for solving this model are essential to its use in apredictive capacity.In this section we brie
y introduce the problemformulation and discuss a number of numerical op-timization algorithms that have been attempted. Themost successful of these algorithms is a damped, in-exact Newton method. The main computational taskin the Newton method is the approximate solution ofa sparse linear system. We also discuss the programcomplexity and the I/O and graphics requirements ofthe implementation. In x5 we present experimentalresults obtained on the Intel DELTA for several rep-resentative problems.3.1 Problem FormulationThe Ginzburg-Landau (GL) model is based on theobservation that the local free energy of a supercon-ductor is adequately represented by the �rst few termsof its functional expansion in terms of a (complex-valued) order parameter. When the e�ects of an ap-plied magnetic �eld are included in the model, oneobtains an expression for the free energy that dependson the order parameter, its spatial gradient, and a setof vector potentials that describe the magnetic �eldwithin the superconducting material. Although thee�ects of mass anisotropy can be accounted for inthe Ginzburg-Landau model, it is often not suitablefor modeling materials with alternating insulating-superconducting layers, in which the order parametermay vary discontinuously in the direction normal tothe layers. An extension of the GL model by Lawrenceand Doniach (LD) does allow for variation of this typein the order parameter, and hence is more appropriatefor layered materials. The LD model is used to obtainthe results presented in this paper.

Figure 2: The three-dimensional layered model parti-tioned in two dimensions
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uxquanta and the angle of the applied magnetic �eld areenforced by the imposition of quasi-periodic boundaryconditions on the model. For the problems of inter-est, the number of grid points necessary to representthe model in the direction perpendicular to the layers(the X axis in Figure 2) is smaller than the numberof points required in the two directions parallel to thelayers (the Y axis and Z axis in Figure 2). We makeuse of this property and partition the grid in the Yand Z directions. For example, in Figure 2 the Y-Zdomain is shown partitioned among nine processors.We obtain numerical solutions for the order param-eter and vector potential by applying �nite-di�erencediscretization techniques to the free-energy expressionfor the LD model and then using large-scale optimiza-tion techniques to solve the resulting discrete problem.The solution of this problem yields an approximationto the equilibrium superconducting electron distribu-tion that actually minimizes the free energy.The order parameter and vector potential data re-quired to evaluate the function, gradient, and Hes-sian on the local grid assigned to a processor includesboth the local grid points and nonlocal, adjacent gridpoints. In our implementation, the interprocessorcommunication required to obtain these nonlocal val-ues is managed by the BlockComm communicationpackage, developed by William Gropp [5].4



3.2 Optimization TechniquesThe original attempts at determining a minimizerof the Ginzburg-Landau free-energy functional weredone by Doria et al. [2] for a homogeneous (non-layered) two-dimensional model. They used a Monte-Carlo simulated annealing algorithm and were ableto obtain solutions only for small grid sizes with atmost two vortices per unit cell. These calculations re-quired millions of iterations and many hours of Craytime; eventually they were forced to resort to usingthe simpler London model to try to make the prob-lem tractable. The simulated annealing method ismost suitable for problems in which many local min-ima (i.e., metastable con�gurations) are present andfor which derivatives of the function are di�cult toobtain. When these conditions do not hold, local op-timization methods are more appropriate.A second group, Wang and Hu, made this observa-tion and used a �rst-order technique: a steepest de-scent algorithm with �xed step size [14]. With thismethod they were able to obtain solutions, for thehomogeneous model, for which the gradient norm wasreduced to no less than 10�5 on two-dimensional gridsof size up to 200� 200.More sophisticated techniques were introduced byGarner et al. [4] with greatly improved results.Among these methods were three classes of optimiza-tion methods: nonlinear conjugate gradient, limited-memory quasi-Newton, and modi�ed Newton meth-ods. Even though they require only the same kind ofderivative information as the steepest descent method(that is, �rst derivatives), these algorithms have muchbetter convergence properties. Typically, the �rst-order methods, limited-memory quasi-Newton, andnonlinear conjugate gradients require several thou-sand iterations to reduced the gradient norm to 10�7.Unfortunately, a good local minimizer is not alwaysobtained by the �rst-order methods. The inexactNewton method, a second-order method developed byPlassmann and Wright, is much more robust. Thismethod usually requires fewer than 20 iterations andcan reduce the gradient norm to less than 10�12. How-ever, this method requires the approximate solution ofa large, sparse linear system at each iteration.Thus, the only two viable optimization methodsare an e�cient �rst-order method (we have found thelimited memory BFGS, or L-BFGS, method to bethe most e�ective) and the inexact, damped Newtonmethod. For the present problem, the storage require-ment for the inexact Newton method is comparable tothat of L-BFGS and depends on problem con�gura-tion. However, each iteration of the damped Newton

method requires much more work than an iteration ofL-BFGS, but of course many fewer iterations are re-quired (typically, the iteration count is less than 25,as opposed to many thousands for L-BFGS).3.3 Complexity of the ImplementationThe complete implementation for the superconduc-tivity application is a very large and complex program.More than 13,000 lines of Fortran and C are involved,not including the sparse linear algebra code or theBlockComm code used for the interprocessor commu-nication required for the function and gradient evalu-ation. The code to analytically evaluate the Hessianinvolves more than 6,000 lines of Fortran.On the Intel DELTA parallel I/O to the concur-rent �le system (CFS) is used to collect order pa-rameter and vector potential data from the proces-sors for graphical analysis. Each processor is respon-sible for writing out its partition of the data set to theappropriate place on the CFS. Currently, both AVSand XDataSlice (from NCSA) are used to analyze thethree-dimensional data.4 Modeling Vibrational Modes ofPiezoelectric CrystalsPiezoelectric crystals are an important componentin electronic appliances such as computers, cellularphones, and pagers. To be useful, these crystals mustresonate in a particular vibrational mode at a speci-�ed frequency over a wide range of temperatures. Twomajor barriers prevent the accurate and timely mod-eling of these crystals. First, existing �nite-elementsoftware packages (e.g., NASTRAN) are unable to ac-curately model the physical properties of piezoelectricsystems. Second, the computational requirements ofthese problems are so large that engineers have con-sidered their solution to be intractable on current se-quential computers.Extensive collaboration between Argonne NationalLaboratory and Motorola has resulted in the devel-opment of algorithms and software to overcome thesetwo barriers. We have developed a new �nite-elementformulation of this problem that is capable of accu-rately modeling crystal behavior. To satisfy the com-putational requirements of the problem, we have de-veloped scalable algorithms and software to harnessthe cost-e�cient power of the Intel DELTA.5



4.1 Problem FormulationThe piezoelectric crystals that are currently thefocus of our modeling e�ort are \strip" oscillators.These crystals are thin strips of quartz that vibrateat a �xed frequency when an electric current is ap-plied to the crystal. A diagram of a strip oscillatora�xed to an aluminum substrate with epoxy is shownin Figure 3. Figure 3: Strip oscillator
Piezoelectric Quartz Crystal

Epoxy

AluminumThe quartz crystal is anisotropic; that is, the crys-tal is cut at an angle that is not necessarily parallel toany of its axes. The vibration frequency of the crystalthat we are primarily interested in is the fundamen-tal thickness-shear mode. In this mode, the primarydisplacement is along the longest axis of the crystaland is concentrated in the center of the crystal. Thefundamental thickness-shear mode is near the middleof the eigenspectrum of the crystal, making it di�-cult to isolate. There may be several eigenmodes nearthe fundamental thickness-shear mode. Because thesemodes may interfere with the operation of the crystal,we are also interested in them.We use the �nite element method to model the crys-tal. An e�cient 27-node brick element was developedat Argonne and Motorola to accurately model theseanisotropic crystals [1]. A second-order Lagrangianpolynomial is used to interpolate the mechanical andelectric �eld potential; second-order interpolation isnecessary to accurately model the thickness-shearmode. A large displacement formulation is used toinclude nonlinear geometric e�ects that result from acombination of thermal loads and displacement con-straints. Because we are interested in eigenmodes inthe middle of the eigenspectrum, we must use a largenumber of elements to accurately model the behaviorof the crystal.The solution phase has two steps. First, we �ndthe deformation of the crystal due to thermal displace-

ment. For example, if the crystal was mounted on alu-minum at 25C, it will deform when the temperatureis increased to 35C. This requires solving a nonlinearstatic thermal stress problem. Second, we �nd thevibrational modes of interest for the deformed crys-tal. This requires solving a linear vibration problem;a generalized eigenproblem.To solve the nonlinear static thermal stress prob-lem, we must solve a series of linear systems of theform Ku = f , where K represents the sti�ness ma-trix, u represents the displacements, and f representsthe forces resulting from thermal loads and displace-ment constraints. The major task here, of course, isthe solution of very large sparse systems of equations.To solve the linear vibration problem, we must solvea generalized eigenproblem of the form Kx = !2Mx,where K represents the sti�ness matrix,M representsthe mass matrix, x is a vibrational mode shape, and! is a vibrational mode. We use a shifted, invertedvariant of the Lanczos algorithm to solve this eigen-problem [13]. This method has been shown to be verye�cient for the parallel solution of the vibration prob-lem [6]. Again, the major computational task is thesolution of large sparse systems of linear equations.The key to accurately modeling these crystals is ournew, second-order �nite element. The key to timelysolution is the scalable solution of large, sparse sys-tems of linear equations.4.2 Parallel ImplementationThe three-dimensional �nite element grid needed tomodel the crystals is much more re�ned in the lengthand width directions than it is in the thickness direc-tion. We can take advantage of this fact and partitionthe grid among the processors in only the length andwidth directions. This approach reduces communica-tion and maps nicely onto the DELTA architecture.Each processor is assigned a rectangular solid corre-sponding to a portion of the grid. Each processor isresponsible for evaluating the �nite elements in its par-tition and for maintaining all relevant geometric andsolution data for that partition. The code for theseactivities is over 8,000 lines. All aspects of this codehave been implemented in a scalable fashion.We collect geometric information, thermal displace-ments, and vibrational modes and mode shapes on theCFS, the concurrent �le system on the Intel DELTAand Intel iPSC/860. Each processor is responsible forwriting out its portion of data corresponding to thesurface of the crystal to the appropriate place on theCFS. The data is written in a form that can be post-processed by either the portable AVS graphics system6



or the Dor�e graphics system on the Stardent Titan ma-chine. The graphics systems are used to display ther-mal displacements, and electric �eld potentials and toanimate vibrational mode shapes.5 Performance on the Intel DELTAFirst, we present experimental results for the super-conductivity problem obtained on the Intel DELTA forthree representative problem sets. In Tables 1 and 2we give the relevant parameters for these problems.NX, NY, and NZ are the number of grid points usedin the X, Y, and Z directions, respectively. NK is thediscretization used within a layer for the vector poten-tial; thus, the number of layers is given by NX/NK.The number of vortices per unit cell induced by thequasi-periodic boundary is given by VORNUM. Thenumber of independent variables is given by N, and thenumber of nonzeros in the Hessian is given by NNZ.Timings for the L-BFGS method and the damped,inexact Newton method described in x3 are given inTables 1 and 2. Shown are the number of iterationsrequired, the norm of the gradient at termination, andthe sustained computational rate for the inexact New-ton method. For comparison, we have included the L-BFGS running time for PROBLEM-3 on a CRAY-2.PROBLEM-1 is representative of a problem wherethe resolution of the vector potential within the in-sulating layers is important. This resolution is re-quired when the vortex coherence length is small rel-ative to the interlayer spacing. For problems wherecoarser resolution of the layers can be allowed, as inPROBLEM-2 and PROBLEM-3, larger numbers oflayers (NX/NK) can be investigated. PROBLEM-2and PROBLEM-3 di�er in their geometric shape, theangle of the applied magnetic �eld, and the number ofvortices used.The di�culty of the problem solution greatly in-creases as the number of vortices and the problem sizeis increased. For the problems in Tables 1 and 2, L-BFGS was at best able to obtain approximate solu-tions; for all these problems L-BFGS was not able todetermine a solution that satis�ed the convergence cri-teria, and thus was not always physically meaningful.For the results next to the symbol (**) the line searchwas unable to satisfy the Wolfe conditions, and for theresults next the symbol (*) the maximum number ofL-BFGS iterations was exceeded. In general, L-BFGSis unable to adequately solve problems for which VOR-NUM is greater than two, whereas the inexact Newtoncode has been able to obtain solutions for hundreds of

vortices per unit cell. Thus, to obtain accurate solu-tions large problems or for problems involving largernumbers of vortices, the inexact Newton method mustbe used. Finally, in comparison with the performanceof L-BFGS on the CRAY-2, we note that an improve-ment of approximately 95 times was obtained on theIntel DELTA for PROBLEM-3 [3], or an improvementof more than a 100 times when compared to the inex-act Newton method.Table 1: Problem set descriptionPROBLEM-1 PROBLEM-2NX 24 64NK 8 4NY 80 64NZ 96 96VORNUM 4 4N 6:0� 105 1:6� 106NNZ 2:0� 108 1:7� 108L-BFGS (DELTA) 45.5 min. (**) 61.3 min. (*)L-BFGS (kgk) 1:2� 10�8(��) 5:0� 10�7 (*)L-BFGS (iters.) 14,664 (**) 10,000 (*)Newton (DELTA) 39.4 min. 43.2 min.Newton (kgk) 3:0� 10�12 1:0� 10�11Newton (iters.) 22 27Newton (G
ops) 3.25 2.55We emphasize that all the symbolic computationrequired to reorder the linear systems is done in par-allel. The parallel coloring heuristic used is describedin [11], and the clique reduction algorithm is describedin [10]. Note that the coloring is not done for the orig-inal graph but, rather, for the quotient graph obtainedby modding out by the identical node structure andthe local cliques. For example, in PROBLEM-3 theoriginal graph size is 1:8 � 106, and the size of theclique graph is 7:3� 104. Thus, the size of the graphcolored (the clique graph) is actually quite modest.The time required to determine the clique graph onthe DELTA for PROBLEM-3 is 3:359 seconds, andthe time required to color the clique graph is 0:059seconds. These operations are done only once, sincethe matrix structure does not change between itera-tions; also these times are negligible with respect tothe total solution times. Other characteristics of theclique graph for PROBLEM-3 are that the averagedegree of the graph is 105 and the number of colorsrequired by the parallel heuristic is 11.7



Table 2: Problem set description (continued)PROBLEM-3NX 20NK 2NY 150NZ 150VORNUM 1N 1:8� 106NNZ 1:9� 108L-BFGS (CRAY-2) � 40 hr.L-BFGS (DELTA) 25.3 min. (*)L-BFGS (kgk) 1:0� 10�6 (*)L-BFGS (iters.) 3,100 (*)Newton (DELTA) 22.1 min.Newton (kgk) 1:0� 10�12Newton (iters.) 17Newton (G
ops) 1.38In Table 3 we note the e�ect of varying the layerdiscretization on the i860 processor performance dur-ing the solution of the linear systems. For these num-bers we have used 128 processors and �xed the localproblem size to be roughly equivalent. The secondcolumn shows the number of identical nodes found inthe graph by the solver; the third column shows theaverage clique size found. The �nal column shows theaverage computational rate per processor during thesolution of the linear systems.Table 3: E�ect of varying the layer discretization onthe processor performance in solving the linear sys-tems NK I-node Avg. clique Avg. M
ops/size size processor2 8 32.0 2.974 14 44.8 5.426 20 60.0 6.718 26 78.0 8.96The model has been used to extract detailed in-formation about the three-dimensional vortex struc-ture. The advent of massively parallel computers andthe development of e�cient computational algorithmshave made this �rst \computational" glimpse into alayered, type-II superconductor possible.For example, in Figure 4 we show isosurfaces of the

Figure 4: View parallel to the layers of the vortexstructure in the layered three-dimensional model
magnetic �eld magnitude for a system near Hc2. Thissolution was obtained by using the inexact, dampedNewton method. The external magnetic �eld is ap-plied at an angle �xed by the pseudo-periodic bound-ary conditions imposed on the model. This view istaken parallel to the layers of the material; we cansee the vortices tilted with respect to the layers. Onecan observe the \pinching" of the vortices as the mag-netic �eld isosurfaces pass through the superconduct-ing sheets and then spread out again in the insulat-ing layers. In addition, one can see the characteristic\staircase" structure of the vortices that has been ob-served experimentally when the applied magnetic �eldis tilted.It is energetically favorable for a vortex to remainparallel to a superconducting layer. As a consequence,there can be a di�erence between the vortex angle inthe bulk of the material and the angle of the applied�eld. If the angle of the applied �eld is close to beingparallel to the layers, a \vortex locking" phenomenonhas been predicted and can be observed computation-ally with this model.We now present results for the piezoelectric crys-tal application on the Intel DELTA. We have solvedproblems consisting of over 480,000 equations with161,150,990 nonzeros on 512 processors of the IntelDELTA. Over 99 percent of the time is spent in solv-ing the linear systems and evaluating the �nite ele-ments. The solution of the linear systems has achievedspeeds of approximately 2 giga
ops on 512 processors.8



This speed is scalable; the individual processor per-formance degrades only from 4.16 mega
ops per pro-cessor to 3.83 mega
ops per processor when one goesfrom 128 processors to 512 processors and keeps thesubgrid size �xed. This performance is particularlyimpressive given that we are using a general sparsematrix solver. The evaluation of the �nite elementsachieves over 6 giga
ops on 512 processors, this speedis completely scalable as the evaluation can take placeindependently on each processor. The overall codeachieves a speed of approximately 2 giga
ops on 512processors. Thus, in little over an hour of wall-clocktime, we can now solve problems that engineers atMotorola deemed intractable.The vibrational mode of interest to engineers atMotorola is the fundamental thickness-shear mode ofthe crystal. This mode is characterized by vibrationprimarily along the long axis of the crystal and occursat 4.2 Mhz. This frequency is signi�cantly higher thanthe fundamental vibrational mode of the crystal. Wewish to vary both temperature and mounting meth-ods and observe the changes in the vibration modesnear 4.2 MHz. However, it is important to identify allother nearby modes, generally those modes within afew KHz. For example, the action of a nearby exten-sional mode, a spurious mode characterized by oppos-ing motions along the face of the crystal, can interferewith the performance of the crystal. It has recentlybecome possible to compare our computational datawith experimental laser interferometry data generatedat Motorola. This comparison shows agreement be-tween the surface dispacements between model andexperiment for both the fundamental thickness-shearmode and nearby spurious vibrational modes.AcknowledgmentsThis work was supported by the Applied Mathe-matical Sciences subprogram of the O�ce of EnergyResearch, U.S. Department of Energy, under Con-tract W-31-109-Eng-38. We acknowledge our scienti�ccollaborators for the superconductivity application:James Garner (Bradley University), Roy Benedek,Shelly Shumway, and Katherine Strandburg (Materi-als Science Division, Argonne), and Stephen Wrightand David Levine (Mathematics and Computer Sci-ence Division, Argonne). We also acknowledge ourscienti�c collaborators for the piezoelectric crystal ap-plication: Thomas Can�eld (Computing and Telecom-munications Division, Argonne) and Michael Tang(Motorola, Inc.).
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