
PCCM2: A GCM ADAPTED FOR SCALABLE PARALLEL COMPUTERSJohn Drake�, Ian Foster+, James J. Hack++, John Michalakes+,B. David Semeraro�, Brian Toonen+, David L. Williamson++,Patrick Worley�+ Argonne National Laboratory* Oak Ridge National Laboratory++ National Center for Atmospheric Research1. INTRODUCTIONThe Computer Hardware, Advanced Math-ematics, and Model Physics (CHAMMP) pro-gram (Department of Energy 1990) seeks to pro-vide climate researchers with an advanced mod-eling capability for the study of global changeissues. Current general circulation models areusually applied at coarse spatial resolution withminimal coupling between ocean, atmosphere,and biosphere. As a �rst goal in the program,state-of-the-art models are being adapted for ex-ecution on scalable parallel computers. (A par-allel computer is said to be scalable if its per-formance can be increased by adding proces-sors. The Intel Paragon, IBM SP1, ThinkingMachines Corporation CM5, and Cray T3D areexamples: each can incorporate 10� 103 micro-processors.) Accomplishment of this task willlay the groundwork for the coupling of oceanicand atmospheric models to produce advancedclimate models with improved process represen-tations and capable of exploiting the tera
opscomputers that are expected to become avail-able later this decade.One of the more ambitious projects beingundertaken in the CHAMMP program is the de-velopment of PCCM2, an adaption of the Com-munity Climate Model (CCM2) for scalable par-allel computers. This project involves a teamof computer scientists, applied mathematicians,and climate modelers at Argonne National Lab-oratory (ANL), Oak Ridge National Laboratory(ORNL), and the National Center for Atmo-spheric Research (NCAR). In September 1993, asigni�cant milestone was reached when PCCM2was validated with respect to the CRAY ver-sion of CCM2 and a �ve-month simulation wasperformed successfully on the 512-processor In-tel Delta computer. This is believed to be the�rst validated implementation of a global atmo-spheric circulation model on a scalable parallelcomputer.Development of PCCM2 serves two objec-tives. First, it makes the computational ca-pabilities of scalable parallel computers avail-�To appear in: Proc. AMS Annual Meeting, AMS,1994.

able to scientists using CCM2 for global changestudies, allowing increases in spatial resolution,incorporation of improved process models, andlonger simulations. For example, the 16 giga-bytes of memory on a 128-processor IBM SP1allows simulations at spectral resolutions greaterthan T200 (0.6 degrees by 0.6 degrees trans-form grid). Second, it provides a testbed thatcan be used to compare the performance of cur-rent scalable computers and conventional vectorcomputers and to investigate issues such as loadbalancing, parallel I/O, and coupling that areimportant for future parallel models.PCCM2 uses a message-passing, domain-decomposition approach, in which each proces-sor is allocated responsibility for computationon one part of the computational grid, and mes-sages are generated to communicate data be-tween processors. Much of the research e�ortassociated with development of a parallel codeof this sort is concerned with identifying e�-cient decomposition and communication strate-gies. In PCCM2, this task is complicated bythe need to support both semi-Lagrangian trans-port (for moisture) and spectral transport (forother �elds). Load balancing and parallel I/Otechniques are also required. In this paper, wereview the various parallel algorithms used inPCCM2 and the work done to arrive at a vali-dated model.2. THE NCAR CCMOver the past decade, the NCAR Climateand Global Dynamics Division has provided acomprehensive, three-dimensional global atmo-spheric model to university and NCAR scien-tists for use in the analysis and understandingof global climate. Because of its widespread use,the model was designated a CommunityClimateModel (CCM).The most recent version of the CCM,CCM2, was released to the research communityin October 1992 (Hack et al. 1992; Bath, Rosin-ski, and Olson 1992). This incorporates im-proved physical representations of a wide rangeof key climate processes, including clouds, ra-diation, moist convection, the planetary bound-ary layer, and transport. Changes to the pa-
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Figure 1: Shallow-water algorithm comparison on Intel Delta (see text for details)rameterized physics include the incorporation ofa diurnal cycle, along with the required multi-layer heat capacity soil model; major improve-ments to the radiation scheme, including a �-Eddington solar scheme (18 spectral bands); anew cloud albedo parameterization; a new cloudemissivity formulation using liquid water pathlength; a new cloud fraction parameterization;and a Voigt correction to infrared radiative cool-ing in the stratosphere. Gravity-wave drag andexplicit planetary boundary layer parameteriza-tions are now included, and the moist adiabaticadjustment procedure has been replaced with astability-dependent mass 
ux representation ofmoist convection.The spherical harmonic (spectral) trans-form method is still used for the horizontal dis-cretization of vorticity, divergence, temperature,and surface pressure, but a semi-Lagrangiantransport scheme has been substituted for theadvection of water vapor as well as for an arbi-trary number of other scalar �elds (e.g., cloudwater variables, chemical constituents). Thevertical coordinate now makes use of a hybrid(or generalized �) formulation. The model hasbeen developed for a standard horizontal spec-tral resolution of T42 (2.8 degrees by 2.8 de-grees) with 18 vertical levels and a top at ap-proximately 2.9 mb. The model code has alsobeen entirely rewritten with three major ob-jectives: greater ease of use and modi�cation,conformation to a plug-compatible physics in-terface, and incorporation of single-job multi-tasking capabilities.

3. PARALLEL ALGORITHMSCCM2 incorporates two major dynamicsalgorithms: the spectral transform method(Eliasen, Machenhauer, and Rasmussen 1970;Orszag 1970) and semi-Lagrangian transport(Williamson and Rasch 1989). The spectraltransform method is used for the approxima-tion of all terms in the equations except for theadvective term in the moisture transport equa-tion, which is updated using a semi-Lagrangiantransport method. The spectral transform pro-ceeds in two stages. First, the fast Fourier trans-form (FFT) is used to integrate informationalong each east-west gridline in the longitudi-nal direction, transforming physical space datato Fourier space. Second, a Legendre transformis used to integrate the results of the FFT inthe north-south, or latitudinal, direction, trans-forming Fourier space data to spectral space. Inthe inverse transform, the order of these opera-tions is reversed. In addition, numerous calcu-lations are performed to simulate other physicalprocesses such as clouds and radiation, moistconvection, the planetary boundary layer, andsurface processes. These other processes sharethe common feature that they are coupled hor-izontally only through the dynamics. Theseprocesses, collectively termed \physics," havethe important property of being independent foreach vertical column of grid cells in the model.The parallel algorithms employedin PCCM2 are based on domain decomposi-tion techniques. The three-dimensional datastructures containing model variables are de-composed in two dimensions to obtain a num-ber of contiguous blocks. Two such blocks,
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Figure 2: Modeled and observed execution times of shallow-water testbed on Intel Deltaone from the northern hemisphere and one fromthe southern hemisphere, are allocated to eachprocessor, which performs the computation re-quired for those blocks and communicates withother processors when data located in otherblocks is required for a computation. North-ern and southern latitudes are paired on pro-cessors to take advantage of symmetry in thespectral transform. Further details on the ba-sic strategies and data structures employed havebeen provided in a previous paper (Drake et al.1993).A variety of di�erent domain decomposi-tions, and hence parallel algorithms, are possible(Foster and Worley 1993). Currently, PCCM2uses a latitude/longitude decomposition of phys-ical space, a latitude/vertical decompositionduring FFTs, and a latitude/wavenumber de-composition of Fourier space. Spectral space,which is reached by a Gaussian approximationof a Legendre transform, is dimensioned M byN , where M is the highest Fourier wavenum-ber and N is the highest degree associated Leg-endre polynomial. Spectral space is decom-posed in M only; the N dimension is replicatedover processors. The physical space decom-position allows \physics" computations to pro-ceed without communication within each verti-cal column, while the latitude/vertical decompo-sition allows the FFT to proceed without com-munication within each longitude. Communi-cation is nevertheless required in two places.First, matrix transpose operations are required

to move between the latitude/longitude decom-position employed in physical space, the lat-itude/wavenumber decomposition employed inFourier space, and the latitude/vertical decom-position employed during Fourier transforms be-tween the two spaces. Second, communicationis required within the Gaussian approximationof the Legendre transform into spectral space.The latter operation is achieved using a parallelvector sum algorithm (Drake et al. 1993); otheralgorithms have been found to be slightly moree�cient in some cases, but are harder to inte-grate into PCCM2 (Worley and Drake 1992).The semi-Lagrangian transport methodused in CCM2 updates the value of the mois-ture �eld at a grid point (the arrival point, A)by �rst establishing a trajectory through whichthe particle arriving at A has moved during thecurrent timestep. From this trajectory the de-parture point,D, is calculated, and the moisture�eld is interpolated at D using shape preserv-ing interpolation. Since the semi-Lagrangiantransport occurs entirely in physical space, thesecalculations are decomposed by using the lat-itude/longitude decomposition used to paral-lelize the physics and spectral transform. Com-munication is then required whenever D and Aare on di�erent processors. In the current im-plementation of PCCM2, this communication isachieved by extending the arrays on each proces-sor so that \overlapping" regions are assigned toneighboring processors. Overlapped portions ofthe array are updated prior to each timestep via
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Figure 3: Speedups from load balancinginterprocessor communication, so that calcula-tions on the di�erent processors can proceed in-dependently. This strategy has the advantageof simplicity. However, it is computationally in-e�cient, as the distance travelled (and hencethe required overlap region) can be as high as16 grid points near the poles at T42 resolution.Improved parallel algorithms that reduce com-munication requirements are a topic of currentresearch.4. ALGORITHM COMPARISONSThe domain decompositions and parallel al-gorithms employed in PCCM2 are not the onlyones possible, nor necessarily the most e�cient.Hence, empirical and analytic studies have beenconducted to provide a detailed understandingof performance issues in various parallel algo-rithms (Foster and Worley 1993). The empiri-cal studies utilize a parallel shallow-water equa-tion solver designed speci�cally for these exper-iments. This code is derived from the sequentialFortran code STSWM developed for numericalstudies of the shallowwater equations (Hack andJackob 1992). It incorporates a wide variety ofalgorithm variants in a modular fashion. Carehas been taken to ensure that experiments areas fair as possible; that is, that one algorithm isnot unduly favored through choice of data struc-tures, greater optimization, etc. In addition, thecode structure has been designed to mimic that

utilized in general circulation models, so as tomaximize the applicability of results to thesemodels. In particular, it has been extended withvertical levels.Preliminary results suggest that the op-timal parallel algorithm for computers suchas the Intel Paragon may employ a lati-tude/longitude decomposition of physical space,a latitude/vertical decomposition for FFTs, anda N/vertical decomposition of spectral spaceand may, furthermore, employ a recursive sum-mation algorithm for the approximation of theLegendre transform (LT). Like PCCM2, this al-gorithm requires a matrix transpose; however,the use of an N/vertical decomposition ratherthan an N/M decomposition in spectral spacehalves the number of transpose operations re-quired.Figure 1 shows time required for 25 timesteps as a function of processor count on the 512-processor Intel Delta, for four di�erent paral-lel algorithms and three di�erent spectral trun-cations. (Notice the use of log scales.) Thethree sets of curves are, from top to bottom,for T85, T42, and T21 resolution. The parallelalgorithms studied are parallel FFT/recursivesummation LT (0/0); transpose FFT/transposeLT (1/1); parallel FFT/transpose LT (0/1); andtranspose FFT/recursive summation LT (1/0).Algorithms 1/0 and 1/1 are clearly superior toalgorithms 0/0 and 0/1, and algorithm 1/0 is
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Figure 4: PCCM2 performance on 512 nodes of the Intel Delta, showing detailed breakdown of timespent within the model. Interprocess communication in forward and inverse Fourier transforms, as wellas in initialization of extended arrays in the semi-Lagrangian transport (SLTINI), consumes a signi�cantportion of total timeslightly faster than algorithm 1/1.Results also suggest that the optimal paral-lel algorithm depends on both problem size andmachine characteristics. Hence, performancestudies are continuing to investigate di�erent al-gorithm bene�ts and di�erent machines, includ-ing the Intel Paragon and IBM SP1.Analytic studies have been conducted thatuse performance modeling techniques to relateobserved performance to algorithm and machinecharacteristics (Foster, Gropp, and Stevens1992; Foster and Worley 1993). Good �ts be-tween model and observed execution times havebeen observed, as illustrated in Figure 2 whichshows results for the transpose FFT/recursivesummation LT algorithm at T42 and T85 reso-lution. Notice that the model works well exceptat T85 resolution on 512 processors, where pre-dicted times are too high. The development ofthese analytic models allows the evaluation ofperformance tradeo�s on di�erent parallel com-puter architectures.5. OTHER ISSUESAlthough the development of e�cient par-allel spectral transform and semi-Lagrangiantransport algorithms has been a major focus of
this project, the development of PCCM2 hasalso required the development of a number ofother techniques. These include the develop-ment of e�cient global summation algorithms,non-power-of-two FFTs, parallel I/O tech-niques, and load-balancing algorithms. Work onthe latter two topics is summarized here.As parallel computers are used to executeclimate models faster, the rate at which data isgenerated also increases. For example, PCCM2currently executes at a rate of about one simu-lation day per minute on the Intel Delta. If di-agnostic data (a \history tape" record) is to berecorded once every twelve hours for diagnosticpurposes, then clearly the output of this data todisk cannot take more than a few seconds if itis not to be a serious bottleneck. A history taperecord is about 6 megabytes (MB) at T42 reso-lution, so burst bandwidth of at least 2 MB/secis required. As model performance improves,bandwidth requirements will increase.Fortunately, parallel computers also providea natural mechanism for improving I/O perfor-mance: di�erent processors can perform outputoperations concurrently, writing di�erent datato di�erent disks. However, this requires the de-velopment of specialized parallel libraries bothto write data in this fashion and to read the



data once it has been written. Libraries of thissort have been developed for the Intel Delta.These write a T42 restart dataset of 30 MB inapproximately 4 seconds, which corresponds toa transfer rate above 7 MB/sec. Using asyn-chronous write on the Delta reduces the e�ectivecost to on the order of several milliseconds, thetime needed to initiate the write request. After-wards, the program continues computing whilethe output operation completes. The algorithmsare currently being re�ned and adapted for theIntel Paragon and IBM SP1.Parallel I/O is complicated by the fact thatthe program that reads an output data set maynot run on the same number of processors, oreven on the same computer. The I/O librariesdeveloped for PCCM2 allow for this. For exam-ple, in a recent experiment, a four-month sim-ulation was conducted on 256 processors of theIntel Delta, and then restarted and continuedfor two additional months on 4 processors of anIBM SP1.Load imbalances can arise in parallel cli-mate models as a result of spatial and tempo-ral variations in the computation requirementsof \physics" routines (Michalakes 1990). For ex-ample, CCM2 performs radiation computationsonly in grid points that are in sunlight. Thissituation can be corrected by employing load-balancing algorithms that, either statically ordynamically, map computation to processors indi�erent ways.A 
exible load-balancing library has beendeveloped as part of the PCCM2 e�ort, suit-able for use in PCCM2 and other similar cli-mate models. This library has been incorpo-rated into PCCM2 and used to experiment withalternative load-balancing strategies. One sim-ple strategy swaps every second grid point withits partner 180 degrees apart in longitude. Thisdoes a good job of balancing the diurnal cycle:because CCM2 pairs N/S latitudes, it ensuresthat each processor always has approximatelyequal numbers of day and night points. How-ever, it generates a lot of communication. An-other strategy uses a dynamic data-distributionstrategy that performs less communication butrequires periodic reorganizations of model statedata. Currently, the former scheme gives bet-ter performance in most cases, and succeeds ineliminating about 75 per cent of the ine�ciencyattributable to load imbalances when PCCM2runs on 512 Intel Delta processors. The secondscheme is expected to become more competitivewith further tuning.6. PARALLEL PERFORMANCEPerformance studies in early 1993 revealedthat PCCM2 achieved about 750 M
ops on 512processors of the Intel Delta at T42 resolution.Figure 4 shows where time was spent in this 750

M
ops run. Parallel e�ciency is about 25 percent; the rest of the time is spent in communica-tion, particularly in the FFT and SLT routines,and in idle time becuase of load imbalances inphysics. Since these results were obtained, per-formance has been improved by the incorpora-tion of load-balancing algorithms and a trans-pose FFT. On the other hand, the size of thesemi-Lagrangian transport overlap regions hasbeen increased, which has reduced performance.For comparison, CCM2 executes at justover 1 G
ops for CCM2 on a CRAY Y-MP/8 and signi�cantly faster on a CRAY C90.Clearly, PCCM2 performance is creditable butnot yet competitive with vector supercomputers.Preliminary experiments suggest that perfor-mance should improve signi�cantly on the IntelParagon and IBM SP1 to which PCCM2 is be-ing ported at ORNL and ANL, respectively. Inaddition, various aspects of the parallel code arebeing re�ned with a view to improving perfor-mance on these computers. The improved SLT,load balancing, and parallel I/O algorithms re-ferred to previously are all part of this work.Another is the blocking of FFTs so as to reducethe number of communication operations. AtT42 resolution and on 64 Intel Delta processors,this reduces time spent in FFTs by 34 per centand total execution time by 5 per cent.7. VALIDATIONThe �rst simulationswith PCCM2 were per-formed in late 1992. These gave what appearedto be realistic results. Detailed validation stud-ies were then undertaken in order to verify cor-rectness. Simulations performed on an IEEE-compliant microprocessor such as the Intel i860or the IBM RS6000 cannot be expected to beidentical to those performed on a CRAY: di�er-ences in machine arithmetic result in low-orderdivergences, which grow slowly over time. Nev-ertheless, it is important to distinguish these ac-ceptable di�erences from subtle errors caused byalgorithmic errors or insu�cient machine preci-sion, since the latter may produce incorrect cli-mate statistics. The strategy employed was tostudy the rate at which PCCM2 and the origi-nal model diverged, as measured by di�erencesin RMS values of output �elds such as temper-ature, vorticity, divergence, and pressure andto compare this divergence rate with that ob-served when the original model's input data wasperturbed in the least signi�cant bit. Figure 5shows two plots, the �rst of which shows errorgrowth in the sequential model when a mini-mal perturbation is introduced. The second plotshows error growth comparing a run of the se-quential model with a run of the parallel model.To be considered a valid port, the separation ofthe parallel model from the original should growno faster than the minimal perturbation errorgrows in the original code. This was the case
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Figure 5: Error growth in temperature �eld: A shows growth comparing runs of sequential code with a1-bit perturbance; B shows growth comparing the parallel code with the original code.for single and double precision on the IBMs andin single precision on the Intel Delta (double hasnot been tested).Validation of PCCM2 was simpli�ed by thefact that the code had been designed to giveidentical results independent of the number ofprocessors on which it was running. This unifor-mity is not straightforward to achieve, becauseof the lack of associativity in 
oating-point addi-tion, but was obtained in PCCM2 by modifyingthe sequential implementation of various sum-mation operations to use the same tree-basedsummation algorithm as the parallel code. Thiswork reduced the validation task to studying er-ror divergence with a �xed number of processorsand to verifying that the results computed bythe parallel model were identical for all processorcounts. A related bene�t of this \reproducibil-ity" is that PCCM2 simulations can be restartedwith varying numbers of processors without af-fecting the numbers computed.The validation studies indicated that it wasacceptable to perform the majority of the modelcalculations in single-precision (32-bit) arith-metic. Only the Gaussian weights, sines of lati-tude, and associated Legendre polynomials needto be calculated in double precision (and thentruncated to single precision). The validationstudies also uncovered two subtle errors in theparallel implementation. It seems unlikely thatthese errors would have been detected withouta careful study of divergence rates.8. SUMMARYPCCM2 is now operational on scalable par-allel computers and can be used for scienti�c
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