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2 DRAKE, ET AL1 IntroductionThe Computer Hardware, Advanced Mathematics, and Model Physics (CHAMMP)program [3] seeks to provide climate researchers with an advanced modeling capabilityfor the study of global change issues. Current general circulation models are generallyapplied at coarse spatial resolution with minimal coupling between ocean, atmosphereand biosphere. As a �rst goal in the program, current state-of-the-art models arebeing implemented on massively parallel computers, allowing an increase in spatialresolution. Accomplishment of this task will lay the groundwork for the second goal,which is to couple oceanic and atmospheric models and produce an advanced climatemodel with improved process representation. To be useful for scienti�c investigationsthat might impact U.S. energy policy, this advanced climate model, running on aparallel computer, must also be able to perform simulations at a signi�cantly improvedspeed over the current generation of CRAY class machines.An initial step toward the realization of the program's �rst objective is the devel-opment of a parallel version of the Community Climate Model CCM2 for massivelyparallel MIMD distributed memory computers. By providing this implementation, anumber of objectives of the CHAMMP program are furthered. The computationalresources provided by parallel computing can be utilized by global climate researchersusing the CCM2 to investigate better process modules and to develop more compre-hensive couplings. This initial implementation also provides a program benchmark toindicate how well the current massively parallel computers can perform in compari-son with machines of a more conventional architecture. Finally, this implementationde�nes the starting point of a development path for future climate models that willincorporate di�erent physics, di�erent numerical methods or be written in other par-allel programming styles for computers with many thousands of processors. It is alsohoped that the parallel version of the CCM2 will make an immediate contribution toclimate modeling by making it feasible to increase the spatial resolution researcherscustomarily use.This paper gives a brief overview of the parallel algorithms required to implementCCM2 using a message-passing programming paradigm, and describes issues that areimportant to this code for gaining good performance on distributed memory multi-processors. While the target machine for the parallel code is the Intel Paragon, thecode uses PICL, a portable instrumented communication library [5], [6], to imple-ment interprocessor communication, providing a degree of portability and the abilityto collect performance data. An experimental version of the code has also been imple-mented using PVM, the Parallel Virtual Machine, and has been used to run the codeacross a network of workstations. Validation of these models is currently in progress.



PARALLEL COMMUNITY CLIMATE MODEL 32 NCAR CCMOver the last decade, the NCAR Climate and Global Dynamics (CGD) Division hasprovided a comprehensive, three-dimensional global atmospheric model to universityand NCAR scientists for use in the analysis and understanding of global climate. Be-cause of its widespread use, the model was designated a Community Climate Model(CCM). The advantages of the community model concept, in which many scien-tists use the same basic model for a variety of scienti�c studies, were demonstratedin workshops held at NCAR in July 1985 [1], July 1987 [14], and July 1990 [15].Fundamental strengths and weaknesses of the model have been identi�ed at theseworkshops through the presentation of a diverse number of applications of the CCM.Much constructive dialogue has taken place between experts in several disciplines atthese meetings, leading to continued improvements in the CCM with each release.The most recent version of the CCM, CCM2, which was released to the NSF re-search community in October 1992, incorporates the most ambitious set of changes todate. The algorithms of the model are described in [7] and details of the implementa-tion on the CRAY YMP are provided in a Users' guide [2]. The bulk of the e�ort inthe NCAR Climate Modeling Section over the last several years has been to improvethe physical representation of a wide range of key climate processes in the CCM,including clouds and radiation, moist convection, the planetary boundary layer, andtransport. The resulting changes to the model have resulted in a signi�cantly im-proved simulation and fundamentally better climate model. On the parameterizedphysics side, changes include the incorporation of a diurnal cycle, along with the re-quired multilayer heat capacity soil model, and major improvements to the radiationscheme, including a �-Eddington solar scheme (18 spectral bands), a new cloud albedoparameterization, a new cloud emissivity formulation using liquid water path length,a new cloud fraction parameterization, and a Voigt correction to infrared radiativecooling in the stratosphere. The moist adiabatic adjustment procedure has been re-placed with a stability-dependent mass ux representation of moist convection, andan explicit planetary boundary layer parameterization is now included, along with agravity-wave drag parameterization.On the dynamics side, the spherical harmonic (spectral) transform method isstill used for the horizontal discretization of vorticity, divergence, temperature andsurface pressure, but a semi-Lagrangian transport scheme has been substituted for theadvection of water vapor as well as for an arbitrary number of other scalar �elds (e.g.,cloud water variables, chemical constituents, etc.), and the vertical coordinate makesuse of a hybrid (or generalized �) formulation. The model has been developed for astandard horizontal spectral resolution of T42 (2.8 degrees by 2.8 degrees transformgrid) with 18 vertical levels and a top at approximately 2.9 mb. The model codehas also been entirely rewritten with three major objectives: much greater ease ofuse and modi�cation, conformation to a plug-compatible physics interface, and the



4 DRAKE, ET ALincorporation of single-job multitasking capabilities.CCM2 will provide the basis for a large body of experimental and further devel-opmental e�orts by a large community of university and NCAR climate investigators,many of whom may not be directly involved in the CHAMMP initiative. Because ofthe community nature of the enterprise, new methods and process modules are contin-ually emerging. The new methods will be incorporated in future releases and versionsof the model as seems appropriate for computer e�ciency and the requirement forincreased capabilities.3 Parallel Algorithms OverviewThere are two major dynamics algorithms in the CCM2 code, the spectral transformmethod [4], [8], [9] and a semi-Lagrangian transport method [13]. Aside from thedynamics there are numerous calculations that incorporate other physical processessuch as clouds and radiation, moist convection, the planetary boundary layer andsurface processes. These other processes share the common feature that they arecoupled horizontally only through the dynamics. We lump all these processes underthe general term \physics" and note that the physics calculations are independent foreach vertical column of grid cells in the model.The independence of the physics calculations for each horizontal grid point is theprimary source of parallelism in the parallel code, PCCM2. By partitioning the hori-zontal grid points into blocks and assigning them to the processors, a decompositionof the three dimensional data structures is de�ned. This decomposition allows eachvertical column of grid points to be used in the radiation calculation without requir-ing information that another processor might have. Thus, the \physics" calculationis perfectly parallel, in that it requires no interprocessor communication. For a T42grid, there are 128 horizontal grid points in the longitudinal direction and 64 gridpoints in the latitudinal direction. Thus there is potential for using 8192 processorsfor this calculation. Due to assumptions made in the parallel algorithms for the dy-namics calculations, the current code can only use 1024 processors at T42, but allor part of this parallelism can be recovered if additional parallel ine�ciency can betolerated in the parallel dynamics algorithms.The dynamics calculations make use of the spectral transform method for the ap-proximation of all terms of the equations except the advective term in the moisturetransport equation. The spectral transform involves two stages or two separate trans-forms, the fast Fourier transform (FFT) and the Legendre transform. The Fouriertransform integrates information along each east-west gridline in the longitudinal di-rection. In the spectral transform from grid space to spectral space, this is followedby a Legendre transform integrating the results of the FFT in the north-south, or lat-itudinal, direction. Thus, the spectral transform operates on data \globally" in that



PARALLEL COMMUNITY CLIMATE MODEL 5information from each horizontal grid point, and from each processor, contributes toeach value in the �nal result. Earlier research on the spectral transform method estab-lished that e�cient Legendre transforms could be performed using at least a coupleof methods. For example, a highly e�cient ring-pipeline algorithm was proposed [16]that overlaps communication and computation, giving a \scalable" parallel algorithm.For the initial implementation of PCCM2, a vector sum algorithm (described below)is used to calculate the Legendre transform. Unlike the ring-pipeline algorithm, thevector sum algorithm, as implemented, does not permit the overlapping of commu-nication and computation. But it is still fast and is more easily implemented in thecontext of CCM2 than is the ring-pipeline algorithm. The FFT can also be performede�ectively in parallel [12] by exploiting the fact that there are multiple gridlines to betransformed at any one time, making it possible to hide some of the communicationcost by overlapping the communication in one FFT with the computation in another.Notably, both the Intel Paragon and the Thinking Machines CM-5 have hardware thatsupports the overlapping of communication with computation. The parallelization ofthe spectral transforms in CCM2 has driven most of the design decisions adopted forthe organization of the data structures.The advective terms in the moisture equation are updated using a semi-Lagrangiantransport method. The method updates the value of the moisture �eld at a grid point(the arrival point, A) by �rst establishing a trajectory through which the particle ar-riving at A has moved during the current timestep. From this trajectory the departurepoint, D, is calculated and the moisture �eld is interpolated at D using shape preserv-ing interpolation. All the calculations involve physical space (grid point) data, andare decomposed over the processors with the same mesh decomposition used to par-allelize the physics and the spectral transform. The parallel implementation of thisalgorithm uses the fact that timestep constraints imposed by the Eulerian dynamicslimit the distance between the departure and arrival points in the latitude direc-tion. By extending the arrays in each processor, thus \overlapping" regions assignedto neighboring processors, and updating the overlapped portion of the array priorto each timestep via interprocessor communication, the calculations in the di�erentprocessors can proceed independently.The rest of this section describes in more detail the data decomposition and par-allel algorithms for the Legendre transform and the semi-Lagrangian transport. (Adetailed description of the parallel FFT can be found in [12].) To motivate thisdiscussion, important attributes of the spectral transform method are also reviewed.3.1 The Spectral Transform AlgorithmThe spectral transform method is based on a dual representation of the scalar �eldsin terms of a truncated series of spherical harmonic functions and in terms of valueson a rectangular tensor-product grid whose axes represent longitude and latitude.



6 DRAKE, ET ALRepresentations of the state variables in spectral space are the coe�cients of anexpansion in terms of complex exponentials and associated Legendre polynomials,�(�; �) = MXm=�M N(m)Xn=jmj �mn Pmn (�)ei�m�; (1)where Pmn (�) is the (normalized) associated Legendre function [10] and i = p�1.The spectral coe�cients are then determined by the equation�mn = Z 1�1 � 12� Z 2�0 �(�; �)e�i�m�d�� Pmn (�)d� � Z 1�1 �m(�)Pmn (�)d� (2)since the spherical harmonics Pmn (�)ei�m� form an orthonormal basis for square inte-grable functions on the sphere. In the truncated expansion, M is the highest Fouriermode and N(m) is the highest degree of the associated Legendre function in thenorth-south representation. Since the physical quantities are real, ��mn is the com-plex conjugate of �mn , and only spectral coe�cients for nonnegative modes need to becalculated.To evaluate the spectral coe�cients numerically, a fast Fourier transform (FFT) isused to �nd �m(�) for any given �. The Legendre transform is approximated using aGaussian quadrature rule. Denoting the Gauss points in [�1; 1] by �j and the Gaussweights by wj , �mn = JXj=1 �m(�j)Pmn (�j)wj: (3)Here J is the number of Gauss points. (For simplicity, we will henceforth refer to (3)as the forward Legendre transform.) The point values are recovered from the spectralcoe�cients by computing �m(�) = N(m)Xn=jmj �mn Pmn (�) (4)for each m (which we will refer to as the inverse Legendre transform), followed byFFTs to calculate �(�; �).The tensor-product grid in physical space is rectangular with I grid lines evenlyspaced along the longitude axis and J grid lines along the latitude axis placed atthe Gaussian quadrature points used in the forward Legendre transform. To allowexact, unaliased transforms of quadratic terms the following relations are su�cient:J � (3M +1)=2, I = 2J , and N(m) = M [9]. Using N(m) = M is called a triangulartruncation because the (m;n) indices of the spectral coe�cients make up a triangulararray. The examples in the rest of this section will assume a triangular truncation isused.



PARALLEL COMMUNITY CLIMATE MODEL 73.2 Data DecompositionsIn the spectral transform algorithm, computations are performed in both the physicaland spherical harmonic (or spectral) domains, and transforming from one domainto the other involves passing through the Fourier domain, whose coordinates areFourier wavenumber and latitude coordinates. Thus, we must be concerned with thedistribution of data in three domains.In specifying the domain decompositions, the multiprocessor is viewed as a logicalP �Q two dimensional processor grid. (P and Q are currently compile-time param-eters for PCCM2.) For the physical domain, the latitudinal dimension is partitionedinto 2Q intervals, each containing J=2Q consecutive grid lines along the latitude axis.Each processor row is assigned two of these intervals, one from the northern hemi-sphere, and the reected latitudes in the southern hemisphere. This assignment allowssymmetry to be exploited in the Legendre transform. The assignment also restrictsQ, the number of processor rows, to be no larger than J=2.The longitudinal dimension is partitioned into P equal intervals, with each intervalbeing assigned to a di�erent processor column. The resulting \block" decompositionof the physical domain is illustrated in Fig. 1 for a small example.The Fourier domain can be regarded as a wavenumber-latitude grid, so, like thephysical domain, the Fourier domain is two-dimensional. However, a di�erent de-composition is used. The di�erences arise because of the way in which the FFTalgorithm permutes the ordering of the output Fourier coe�cients [12]. But, modulothis reordering, the wavenumber \dimension" is partitioned into P sets of consecu-tive wavenumbers, with each set being assigned to a di�erent processor column. Thepartitioning function in the latitude direction is the same as in the physical domain.See Fig. 1 for an example decomposition.The spectral domain can also be regarded as two dimensional. For example, fora triangular truncation, the domain is a triangular grid whose axes are wavenumberand degree of associated Legendre polynomial (n). The wavenumber \dimension" ispartitioned and assigned to processors exactly as for the Fourier domain, i.e. thewavenumbers are reordered, partitioned into consecutive blocks, and assigned to theprocessor columns. But, unlike the physical and Fourier domains, the remaining di-mension in the spectral domain is not partitioned. Instead, all spectral coe�cientsassociated with a given wavenumber are duplicated across all processors in the pro-cessor column to which that wavenumber was assigned. It is this duplication thatallows the vector sum algorithm described below to be used. Again, see Fig. 1 for anexample decomposition.Note that in a triangular truncation, the number of spectral coe�cients associatedwith a given Fourier wavenumber decreases as the wavenumber increases. Withoutthe reordering of the wavenumbers caused by the FFT, this would cause a noticeableload imbalance, with processor columns associated with larger wavenumbers having
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Figure 1: The decomposition of (a) the physical, (b) the spectral, and (c) the Fourierdomains over a 4 � 4 grid of processors. For �gures (a) and (b), each small cellrepresents a data item. The thicker lines show the boundaries between processors.The circles contain the processor coordinates. The shaded cells in �gure (c) representthe spectral coe�cients to be included in the spectral transform, and how these aredecomposed over processor columns.



PARALLEL COMMUNITY CLIMATE MODEL 9very few spectral coe�cients. The reordering of the wavenumbers leads to a muchbetter load balance.3.3 Parallel Legendre TransformThe forward and inverse Legendre transforms are�mn = JXj=1 �m(�j)Pmn (�j)wjand �m(�j) = N(m)Xn=jmj �mn Pmn (�j)respectively. For the forward Legendre transform, each �mn depends only on dataassociated with the same wavenumber m, and so depends only on data assigned to asingle processor column. Each processor in that column can calculate independentlyits contribution to �mn , using data associated with the latitudes assigned to thatprocessor. To �nish the calculation, these P contributions need to be summed, andthe result needs to be rebroadcast to all P processors, since spectral coe�cientsare duplicated within the processor column. To minimize communication costs, localcontributions to all spectral coe�cients can be calculated �rst, leaving a P -way vectorsum (made up of the local contributions to all of the spectral coe�cients assigned tothis processor column) and rebroadcast to be calculated. This motivates naming thisapproach the vector sum algorithm.The column-wise vector sum is a separate step in the algorithm, and the commu-nication is not overlapped with computation. But there are sophisticated techniquesfor calculating the vector sum that do a good job of minimizing both the communi-cation cost and the associated parallel computation cost. Currently we use a variantof the recursive halving algorithm [11].For the inverse transform, calculation of �m(�j) requires only spectral coe�cientsassociated with wavenumber m, all of which are local to every processor in the cor-responding processor column. Thus, no interprocessor communication is required inthe inverse transform.In summary, using the vector sum algorithm to compute the Legendre transformsincurs no additional computational cost, is perfectly parallel with good load balancewithin a processor column, and requires interprocessor communication in only the for-ward transform. Moreover, this communication can be implemented very e�ciently.Finally, few modi�cations to CCM2 were required to implement this algorithm inPCCM2.The disadvantages of the vector sum algorithm are that all computations withinthe spectral domain must be calculated redundantly (in the processor column), the



10 DRAKE, ET ALcommunication in the forward Legendre transform can not be overlapped with com-munication, and additional storage is required to hold the duplicated spectral coef-�cients. Since relatively little work is done in the spectral domain in CCM2, thisredundant work has not proved to be an issue, and the vector sum has proved to bea viable parallel algorithm for PCCM2.3.4 Semi-Lagrangian TransportAs mentioned previously, the advection of moisture is done in CCM2 using a semi-Lagrangian transport (SLT) method in conjunction with shape preserving interpola-tion [13]. The method updates the value of the moisture �eld at a grid point (thearrival point, A) by �rst establishing a trajectory through which the particle arrivingat A has moved during the current timestep (2�t). This trajectory is found iter-atively using the interpolated velocity �eld at the mid-point, M, of the trajectory.From this mid-point the departure point, D, is calculated and the moisture �eld isinterpolated at D using shape preserving interpolation. All the calculations involvephysical space (grid point) data and are decomposed over the processors with thesame mesh decomposition described above.The modi�cations made for the parallel implementation involved a rede�nitionof the extended grid arrays already implemented for the SLT. Extended grids arenecessary since cubic interpolation requires two additional points outside the regionbeing interpolated. Extending the grids even further leads to regions of overlap amongthe processors, but it can be guaranteed that with enough extension the departurepoint and subsequent interpolation of the moisture �eld can be done with the dataon the extended grid, and thus local to the processor. The amount of the extensionis controlled by separate parameters for the latitudinal and longitudinal directions.The overlap regions on each processor must be updated each timestep. Communi-cation is blocked in such a way to allow the possibility of overlap with more than oneprocessor. This can occur, for example, when a large number of processors are usedand each processor has only two latitudes. The setting of the extended grid at thepoles also requires communication between processors. In particular, the pole point,which occupies an entire latitude line in the extended grid, is assigned a value basedon the zonal average of nearby latitude lines. A sum across the pole processors isrequired for this to be calculated. Since the pole processors lie on the �rst row of theprocessor mesh, a separate procedure is used for these processors.



PARALLEL COMMUNITY CLIMATE MODEL 114 Performance IssuesThe performance of CCM2 on a particular machine is largely determined by fourfactors: the individual processor speed, the interprocessor communication speed andlatency, the I/O bandwidth, and the load imbalance. In this section each of thesewill be discussed along with the strategy being followed to optimize performance ondistributed memory, message-passing multicomputers. First, however, we will brieyoutline the performance of the code on the CRAY Y-MP. Reference will be madeto some speci�c aspects of the model code and parameters. Rather than describingthem in detail here, the reader is referred to the Users' Guide [2].The hardware performance monitor on the CRAY Y-MP reports that the CCM2running on a single processor averages 154 Mops and can complete 0.25 timestepsper CPU second. When multitasked on 8 processors, it completes 1.86 timestepsper wallclock second. These averages were taken from a 24 hour simulation at T42resolution in which a history tape and restart �le were written once. They include thevarying amounts of time required by di�ering types of timesteps for the calculationof absorptivities and emissivities associated with the radiation calculation. ( Morespeci�cally, IRAD = 3 and IRADAE = 36 with DTIME = 1200.) A table of the top12 routines in CPU usage, Fig. 2, shows the computation rate and the percentageof total time the code spends in the routine. These routines account for 60% of theRoutine Mops %TotalRADABS 216 13.7RADDED 152 10.0LINEMS 169 5.2RADCSW 144 5.2GRCALC 154 5.1RADCLW 54 4.5GRMULT 180 3.6HERXIN 191 2.8SPEGRD 167 2.7CMFMCA 93 2.5QUAD 156 2.5OUTFLD 41 2.2Figure 2: Top 12 most intensive routines on the CRAY Y-MPtotal execution time of the model.The individual processor speed on the Intel iPSC/860 is highly dependent on theoptimization done by the compiler and on the characteristics of the code being com-piled. Thus, the comparison with the CRAY results must be taken as comparing amature compiler with one under development. The average performance of a sin-



12 DRAKE, ET ALgle processor executing the PCCM2 code is 5.3 Mops. This number was obtainedby making the identical run as above on a small number of processors so that thecommunication time was minimal. This number represents 7% of the manufacturerquoted peak speed of 80 Mops for single precision oating point calculations. Thecomputationally intensive routines listed above will be examined and modi�ed tobetter take advantage of the i860 chip. Such improvements are expected to have adramatic e�ect on the performance of the PCCM2.Through parallel execution the speed of the simulation can be increased dramat-ically. Executing on 512 processors of the Intel DELTA, the average computationalrate is 750 Mops. At this rate an average of 1.2 timesteps were taken each second.With 512 processors, only 1.4 Mops per processor were achieved, implying that thecommunication costs and the load imbalance impacted the performance of the code.Of the listed routines, only LINEMS, GRCALC and SPEGRD involve communica-tion. The other routines execute in parallel without communication. Other routinesthat do not appear on the top 12 list involve communication and may be signi�cant interms of communication costs. For example, the SLT routine, SLTINI, communicatesthe overlap regions each timestep to initialize the extended grid. This routine wasinsigni�cant on the CRAY but can be expected to have some impact in the parallelmessage-passing code.E�orts are currently underway to quantify the load imbalance of the parallel codeand to identify communication tasks that present performance bottlenecks. For the512 processor simulation on the Intel DELTA, 28% of the total time was spent in thespectral dynamics calculation, while 25% was spent in the semi-Lagrangian transportsection of the dynamics calculation. The physics calculations used 41% of the totaltime and roughly 10% of this was idle time due to load imbalance. A �ner division,by routine, will give a clearer picture and indicate where performance improvementscan be made.The parallel implementation optionally keeps the scratch �les NRA1 and NRB1incore. If the out-of-core option is chosen, each processor opens a separate �le sothat parallel I/O can be performed. On the Intel computers, this creates contentionfor the I/O node services, since individual processors must perform I/O through theI/O nodes. Runs on the Intel iPSC/860 indicate that the out-of-core option degradesperformance signi�cantly. The runs reported above were performed with the incoreoption enabled.Aside from the scratch datasets, the code also writes a history �le every fewtimesteps and a restart dataset. These �les can be written in parallel but are currentlywritten by collecting the data on one processor and writing in a sequential mode.Intel's parallel �le system (PFS) will be used to support the production use of thePCCM2 and the I/O will be optimized when PFS becomes available.



PARALLEL COMMUNITY CLIMATE MODEL 135 ConclusionsThe development of a distributed memory,message-passing version of the CommunityClimate Model, CCM2, required the development of parallel algorithms for the spec-tral transform and for the semi-Lagrangian transport, as has been described in thispaper. An unoptimized implementation has been completed and is currently beingtested and validated on the Intel iPSC/860 and DELTA. The code will be optimizedfor parallel execution, communication and parallel I/O on the Intel Paragon.References[1] R. Anthes, 1986 summary of workshop on the NCAR Community Cli-mate/Forecast models, Bull. Amer. Meteor. Soc., 67 (1986), pp. 194{198.[2] L. J. Bath, J. Rosinski, and J. Olson, Users' guide to NCAR CCM2,NCAR Tech. Note NCAR/TN{379+IA, National Center for Atmospheric Re-search, Boulder, Colo., 1992.[3] Department of Energy, Building an advanced climate model: Progress planfor the CHAMMP climate modeling program, DOE Tech. Report DOE/ER{0479T, U.S. Department of Energy, Washington, D.C., December 1990.[4] E. Eliasen, B. Machenhauer, and E. Rasmussen, On a numerical methodfor integration of the hydrodynamical equations with a spectral representation ofthe horizontal �elds, Rep. No. 2, Institut for Teoretisk Meteorologi, KobenhavnsUniversitet, Denmark, 1970.[5] G. A. Geist, M. T. Heath, B. W. Peyton, and P. H. Worley, PICL: aportable instrumented communication library, C reference manual, Tech. ReportORNL/TM-11130, Oak Ridge National Laboratory, Oak Ridge, TN, July 1990.[6] , A users' guide to PICL: a portable instrumented communication library,Tech. Report ORNL/TM-11616, Oak Ridge National Laboratory, Oak Ridge,TN, August 1990.[7] J. J. Hack, B. A. Boville, B. P. Briegleb, J. T. Kiehl, P. J. Rasch,and D. L. Williamson, Description of the NCAR Community Climate Model(CCM2), NCAR Tech. Note NCAR/TN{382+STR, National Center for Atmo-spheric Research, Boulder, Colo., 1992.[8] B. Machenhauer, The spectral method, in Numerical Methods Used in Atmo-spheric Models, vol. II of GARP Pub. Ser. No. 17. JOC, World MeteorologicalOrganization, Geneva, Switzerland, 1979, ch. 3, pp. 121{275.
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