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The ultimate result in this paper is Theorem 3.2. This establishes an asymp-totic expansion for the m-panel o�set trapezoidal rule R(m)(�)f , which is validfor all integrand functions of the form x�g(x), where g(x) is regular and � maytake any value, whether or not the integral being approximated is convergent. Thisexpansion may include terms in m�j , m�(j+�), and logm for both positive andnegative integer j. Integral representations are given for all terms in the expansionand for the remainder term.2 CLASSICAL BACKGROUND MATERIALIn this section, we recall some elementary results about Hadamard's �nite-partintegral and about the Euler-Maclaurin asymptotic expansion. In each case, wetreat the integration interval [0,1]. Background material about these is availablein many references, including, for example, Davis and Rabinowitz (1984), pp. 11,188, and 136, and Diligenti and Monegato (1994). For our purposes we treat only�nite-part integrals of the formIf = fp Z 10 x�g(x)dx; (2:1)where g(x) is regular; speci�cally, g(x) 2 Cq�1[0; 1] with � 2 R, q 2 Z+, andq > ��.We recall that any convergent conventional integral coincides with the corre-sponding �nite-part integral and that �nite-part integrals may be combined andmanipulated in much the same way as conventional integrals. An exception is theclassical change of variable rule, which needs minor modi�cation; details may befound in Monegato (1994).We now provide a two-stage elementary de�nition of the �nite-part integrals(2.1) above.De�nition 2.1 For all real �, the Hadamard �nite-part integral If� of the func-tion f�(x) = x� over the unit interval [0; 1] is de�ned byIf� = Z 10 f�(x)dx � > �1= � Z 11 f�(x)dx � < �1= 0 � = �1: (2.2)Clearly, If� coincides with f�(1) when this is de�ned. For values of � for whichthe �rst integral in (2.2) exists, the second does not, and vice versa.2



Unless � is a nonnegative integer, f (s)� (x) is a constant multiple of f��s(x).A simple result, needed in a later proof, is the following lemma.Lemma 2.2Z m1 f (s)� (x)dx = (m��s+1 � 1)If (s)� �� s 6= �1Z m1 f (s)� (x)dx = logmlog 2 Z 21 f (s)� (x)dx �� s = �1 (2.3)It is trivial to verify this. The underlying reason that this result and the subsequenttheory is simple is that the integrand is a homogeneous function of degree � � sabout the origin.Extending De�nition 2.1 to functions of the form x�g(x), where g(x) 2C`[0; 1], requires only the expression of g(x) as a Taylor expansion about theorigin and term-by-term integration of a �nite series. Speci�cally, we may setg(x) = `�1Xj=0 g(j)(0)xj=j! + G`(x) (2:4)and f(x) = x�g(x) = `�1Xj=0��+jf�+j(x) + x�G`(x); (2:5)where ��+j = g(j)(0)=j!: (2:6)When `+ �+ 1 > 0, the remainder termF�;`(x) = x�G`(x) = f(x) � `�1Xj=0��+jf�+j(x) (2:7)is integrable over [0,1]. Term-by-term integration of (2.5) above leads to the fol-lowing de�nition.De�nition 2.3 Let f(x) = x�g(x) and g(x) 2 Cq�1[0; 1] with q + � > 0; thenIf = q�1Xj=0 ��+jIf�+j + Z 10 (f(x) � q�1Xj=0 ��+jf�+j(x))dx; (2:8)where ��+j = g(j)(0)=j! and If�+j is de�ned in De�nition 2.1 above.3



We now turn to the Euler-Maclaurin expansion.De�nition 2.4 The o�set trapezoidal rule for the interval [0,1] is denoted byR(m)(�)f = 1m m�1Xj=0 f �j + �m � : (2:9)The Euler-Maclaurin expansion involves coe�cients and kernel functionscs(�) = Bs(�)=s! s � 0; (2.10)hs(�; t) = (Bs(�) � �Bs(� � t))=s! s � 1; (2.11)where Bs(x) is the Bernoulli polynomial and �Bs(x) the corresponding Bernoullifunction, which coincides with Bs(x) in the interval (0,1) and has unit period.Note that hp(�; t) = hp(�; t + 1) (2.12)cp(�) = Z 10 hp(�; t)dt: (2.13)Theorem 2.5 The Euler-Maclaurin asymptotic expansion for regular f(x)Let f(x) and its �rst p derivatives be integrable in [0,1], and let p � 1. ThenR(m)(�)f = p�1Xs=0 cs(�)ms Z 10 f (s)(x)dx+ 1mp Z 10 hp(�;mt)f (p)(t)dt: (2:14)Note that c0(�) = 1, and so the �rst term in the summation is simply If .3 THE EULER-MACLAURIN EXPANSIONFOR x�In this paper, we treat functions that have an algebraic singularity at an end pointof our integration interval, [0,1]. We restrict our attention to functions of the formf(x) = x�g(x); (3:1)where g(x) is Cp[0; 1]. First we treat the monomialf�(x) = x�; (3:2)4



and then, as the theory is linear, we concatenate individual terms of this type,using a Taylor expansion for g(x), to obtain the corresponding expansion for f(x)in (3.1).The basic theorem in this paper is the following.Theorem 3.1 The Euler-Maclaurin expansion for x�Let � be real, and let p be a nonnegative integer satisfying p+�+1 � 0; thenR(m)(�)f� = A�+1(�; f�)m�+1 + ��+1;0logm+ p�1Xs=0 cs(�)If (s)�ms +E(m)p (�)f�; (3:3)where A�+1(�; f�) = f�(�) � p�1Xs=0 cs(�)If (s)� + Z 11 hp(�; t)fp�(t)dt (3:4)and E(m)p (�)f� = � 1m�+1 Z 1m hp(�; t)f (p)� (t)dt = O(m�p): (3:5)The integrals in (3.3) are de�ned in (2.2) as either conventional or Hadamard�nite-part integrals. Simpler expressions for (3.4) are established in Section 4.The proof given below, valid for all �, involves only elementary algebra andcalculus. It exploits the fact that the result may be considered to be a matter ofscaling. Comments on previous proofs of less general versions of this theorem aremade in Section 5.Proof. As a preliminary, we apply (2.14) translated to the interval [j; j + 1] withm = 1 to the function f�(x). This givesf�(j + �) = (j + �)� = p�1Xs=0 cs(�) Z j+1j f (s)� (x)dx+ Z j+1j hp(�; t)f (p)� (t)dt j = 1; 2; : : : ;m� 1: (3.6)Note that we have used the periodicity property (2.12) of hp(�; t).We now substitute (3.6) into a scaled version of De�nition 2.4 as follows.5



R(m)(�)f� = 1m m�1Xj=0 f��j + �m �= 1m1+� m�1Xj=0 f�(j + �)= 1m1+� f�(�) + p�1Xs=1 cs(�)m1+� Z m1 f (s)� (x)dx+ 1m1+� Z m1 hp(�; t)f (p)� (t)dt (3.7)Here we have isolated the term with j = 0. We have collected together integralsover [j; j + 1] to form an integral over [1;m]. In the �nal term we have used oncemore the periodicity of the kernel function hp(�; t). Up to this point, no singularityis involved , and any nonnegative integer p is permitted. All manipulation has beenconventional. Our �nal manipulative steps are to apply Lemma 2.2 to reexpressthe integrals whose upper limit is m, and to split the �nal integral into two parts.We �nd, when � is not an integer,R(m)(�)f� = 1m1+� f�(�) + p�1Xs=1 cs(�)m1+� (m��s+1 � 1)If (s)�+ 1m1+� Z 11 hp(�; t)f (p)� dt� 1m�+1 Z 1m hp(�; t)f (p)� (t)dt p > �1� �: (3.8)Note that the condition on p is needed only to validate splitting the �nal integral,extracting a part of order m�(1+�), and leaving another part, the remainder termof lower order.When � is an integer, (3.8) may require adjustment. Speci�cally, in the sumover index s in (3.7), any term in which � � s = �1 should have been replacedby the second member of (2.3) instead of the �rst. Since s is nonnegative, thisadjustment is needed, if at all, only when � � �1. In these cases, one shouldremove the current term with s = �+1 and introduce the second member of (2.3),to obtain a single additional term, namely,c1+�(�)m�+1 logmlog 2 Z 21 f�+1� (x)dx:Moreover, when � is nonnegative, the integrand is zero. Thus, this additional termis nonzero only when � = �1, when it reduces to logm.6



Collecting together terms of speci�c orders in m, we recover the expressionsgiven in the statement of the theorem. To establish the theorem, we need to showthat the term (3.5) is of the order stated and that (3.4) is not dependent on p.Since f�(x) = x�, we seeE(m)p (�)f� = 1m�+1 Z 1m hp(�; t) �!(�� p)!t��pdt p > ��� 1:An elementary calculation shows thatjE(m)p (�)f�j � �(� � p+ 1)! maxt jhp(�; t)jm�p;establishing the correct order.This dependence on p in the expression (3.4) is illusory. Since hp(�; t) isperiodic in t and Z j+1j hp(�; t)dt = cp(t);integration by parts yields the same expression for A�+1(�; f�) with p replacedby p+ 1. (We cannot replace p in this expression by any integer less than ��� 1.Besides not being justi�ed, the resulting (incorrect) expression contains a divergentintegral.)This theorem asserts that the expansion, with this value of A�+1, holds forall �nite p exceeding ��� 1.For smaller values of p, we �nd directly from Theorem 2.5 thatR(m)(�)f� = p�1Xs=0 cs(�)ms If (s)� + ~E(m)p (�)f�with ~E(m)p (�])f� = 1mp Z 10 hp(�;mt)f (p)� (t)dt p < ��� 1:It follows that, when p and �p are integers satisfying p < ��� 1 < �p, the forms ofremainder terms are connected by~E(m)p (�)f� = �pXs=p cs(�)ms If (s)� + A�+1(�; f�)m�+1 + E(m)�p (�)f�:When � is a nonnegative integer, the expression for A�+1(�; f�) reduces to zero,and f (s)� = 0 for s � � + 1.The result in the statement of the theorem followsdirectly from Theorem 2.5. 7



It is a simple step from the Euler-Maclaurin expansion for f�(x) in thistheorem to the corresponding expansion for f�(x)g(x) when g(x) is regular. Wesimply follow our de�nition of the Hadamard �nite-part integral by expandingg(x) in a Taylor series. This gives expansion (2.5). We may apply already availableversions of the Euler-Maclaurin expansion to each term in this expansion. Weshall apply Theorem 2.5 to the �nal term. To this end we require that g(x) havesu�cient continuity that the �nal term in (2.5) di�erentiated p times is integrable.We treat g(x) 2 Cp+q�1[0; 1] with p+ q + � > 0; p � 1; q � 0: (3:9)It is convenient to di�erentiate (2.5) term by term to obtainf (s)(x) = p+q�1Xj=0 ��+jf (s)�+j(x) + F (s)�;p+q(x) s = 0; 1; : : : ; p (3:10)and integrate term by term to obtainIf (s) = p+q�1Xj=0 ��+jIf (s)�+j + Z 10 F (s)�;p+q(x)dx s = 0; 1; : : : ; p: (3:11)These formulas are helpful in establishing the following theorem.Theorem 3.2 Let � be real, p a positive integer, and q a nonnegative integersatisfying p+ q + � > 0. Let f(x) = x�g(x), whereg(x) 2 Cp+q�1[0; 1]:Then R(m)(�)f = p+q�1Xj=0 A�+1+j(�; f)m�+1+j + ��1 lnm + p�1Xs=0 cs(�)ms If (s)+O(m�p); (3.12)where ��1 is taken to be zero unless � is a negative integer andA�+1+j(�; f) = ��+jA�+1+j(�; f�+j): (3:13)Proof. When g(x) 2 Cp+q�1[0; 1] with p + q + � > 0, it follows that the p-thderivative of F�;p+q(x) is integrable in [0,1]. Hence, we may apply Theorem 2.5 tothis function. Applying Theorem 3.1 to the other terms in (2.5), we �nd8



R(m)(�)f = p+q�1Xj=0 ��+jR(m)(�)f�+j +R(m)(�)F�;p+q= p+q�1Xj=0 ��+jA�+j+1m�+j+1 + p+q�1Xj=0 ��+j��+j+1;0 lnm+ p�1Xs=0 cs(�)ms p+q�1Xj=0 ��+jIf (s)�+j + p+q�1Xj=0 ��+jE(m)p (�)f�+j+ p�1Xs=0 cs(�)msZ 10F (s)�;p+q(x)dx+ 1mp Z 10hp(�;mt)F (p)�;p+q(t)dt: (3.14)In view of (3.5) and (2.14), the fourth and the sixth term here are O(m�p) andbelong in the remainder term in (3.12). Also belonging in this remainder term arethose elements in the summation in the �rst expression for which � + j + 1 � p.The third and �fth expressions here can be reduced, by using (3.11), to the sumover index s in (3.12). Finally, the second term above exists only when � is aninteger and j = �� � 1. This gives the second term in (3.12). Thus, all terms in(3.14) are accounted for; together they give rise to the right-hand side of (3.12).This establishes the theorem.4 NUMERICAL VALUES OF THEEXPANSION COEFFICIENTSIt was shown by Navot and by Ninham that, when � 6= integer,A�+1(�; f�) = �(��; �); (4:1)where � is the Hurwitz zeta function, de�ned by�(��; �) = �� + (� + 1)� + : : : � > 0; � < �1; (4:2)and by analytic continuation for all values of � other than �1, where this analyticfunction has its only singularity, a pole of order 1.A simple proof of (4.1) valid when � > �1 may be obtained by applyinga version of the Euler-Maclaurin expansion (2.14) with m = 1, f(x) = x� to aninterval [k; k+ 1]. This procedure givesf�(k+�) = (k+�)� = p�1Xs=0 cs(�) Z k+1k f (s)� (x)dx+Z k+1k hp(�;mt)f (p)� (t)dt: (4:3)9



Set � < 1, sum (4.3) over all positive integer k, and add f�(�) to both sides. Theresult is �(��; �) on the left and De�nition (3.4) for A�+1(�; f�) on the right.For � a positive integer, one may use (3.4) and (2.14) with p > � and m = 1to show directly A�+1(�; f�) = 0 � = 0; 1; 2; : : : : (4:4)Analytic continuation of the Hurwitz zeta function establishes (4.1) above for all� except � = �1.The reader will have noticed that, because of the singularity, no informationabout A0(�; f�1) has been forthcoming. This turns out to be the most intractableof the coe�cients, and, as will appear below, it is the only one for which a numericalvalue is required in the extrapolation application. In Theorem 4.1 below, this valueis expressed in terms of the Euler-Mascheroni constant = limm!10@ mXj=1 1j � lnm1A � 0:5772 (4:5)and a �nite harmonic function de�ned byH(�) =Xn�1� 1n � 1n+ �� : (4:6)This function appears in Knuth (1973) where it is not given a name; when � = p=qand p and q are positive integers satisfying 0 < p < q, Knuth (p. 94) shows thatH(�) = 1� � 12� cot �� � ln 2q + 2P1�n<q=2 cos 2�n� ln sin nq �: (4:7)Explicit forms of these expressions are listed by Knuth (p. 616) for all p; qsatisfying 0 < p < q � 6. For example,H(1) = 1; H(12) = 2� 2 ln 2:Theorem 4.1 A0(�; f�1) =  + 1� �H(�); (4:8)where  is the Euler-Mascheroni constant (4.5) above, and H(�) is Knuth's �niteharmonic function (4.6) above.Proof. We exploit the expansion in which A0 occurs, namely, (3.3) with � = �1.This gives 10



R(m)(�)f�1 = 1m m�1Xj=0 mj + � = A0(�; f�1) + logm+ p�1Xs=0 cs(�)If (s)�1ms + E(m)p (�)f�1:Since If�1 = 0, the s = 0 term in the sum is zero. Taking the limit as m becomesin�nite, we �nd A0(�; f�1) = limm!10@m�1Xj=0 1j + � � logm1A :Elementary manipulation of this, involving (4.5) and (4.6) above, leads directly tothe result in the theorem.Examples includeA0(1; f�1) = ; A0(12 ; f�1) =  + 2 ln2:5 CONCLUDING REMARKSIt is beyond the scope of this paper to discuss in any detail the ways in whichthis expansion may be used for extrapolation or to examine its relationship withknown quadrature formulas. We content ourselves by making a few points of ageneral nature.When a �nite-part integral is being approximated using extrapolation and so� � �1, one is extracting the coe�cient of a higher-order term in the expansioninstead of the principal term. This is akin to numerical di�erentiation, and oneshould expect a corresponding increase in the ampli�cation of noise level error inthe calculation.When, in addition, � is a negative integer, say � = �N , the expansion takesthe following form.R(m)(�)f = ��NA1�NmN�1 + : : :+ ��2A�1m+ ��1 lnm+��1A0 + If + c1(�)m If (1) + : : :We may extrapolate in the usual way. But when doing so, we shall be obliged toextract estimates of two coe�cients, namely, ��1 and ��1A0+If . Then, to obtain11



If , we have to separate it from ��1A0. This step requires both the extrapolatedvalue of ��1 and the numerical value of constant A0(�; f�1). For some values of �,the latter is provided by Theorem 4.1. This is an unusual situation in the practiceof extrapolation. Usually only simple data, such as the value of � and data relatingto the structure of the expansion, are required.The signi�cant result of this paper is Theorem 3.2. Various proofs for theconventional case � > �1, have appeared. The original proof by Navot (1961)involves several pages of detailed algebraic manipulation. A subsequent proof byLyness and Ninham (1967) is shorter but involves generalized functions in anessential way. A somewhat pedestrian proof using the generalized zeta functionhas been given by Lyness (1971). None of these proofs is particularly illuminating.The reader �nds, at the end, that the result has been established. For the �nite-partintegral case with noninteger �, Ninham's proof involves a Fourier decompositionof the integrand, as well as the use of generalized functions. That paper comprisesan elegant but lengthy application of a little known theory contained in a twelve-page paper devoted to this single result.The proof of Section 3 of this paper is more general and more straightforwardthan any of the proofs mentioned above.ACKNOWLEDGMENTIt is a pleasure to acknowledge the signi�cant help and encouragement of Dr.G. Monegato, without which the underlying research of this paper would not havebeen undertaken.BIBLIOGRAPHYP. J. Davis and P. Rabinowitz (1984). Methods of Numerical Integration, 2ndedition, Academic Press, London.M. Diligenti and G. Monegato (1994). Finite-part integrals: Their occurrence andcomputation, to appear in Rend. Circolo Mat. di Palermo.D. E. Knuth (1973). The Art of Computer Programming, Volume 1. Addison-Wesley, London.J. N. Lyness (1971). The calculation of Fourier coe�cients by the Mobius inver-sion of the Poisson summation formula | Part III. Functions having algebraicsingularities, Math. Comp., 25, 483{494.12
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