
A Scalable High-Performance I/O System�Mark Henderson, Bill Nickless, Rick StevensMathematics and Computer Science DivisionArgonne National LaboratoryArgonne, IL 60439fhenderson,nickless, stevensg@mcs.anl.govAbstractA signi�cant weakness of many existing parallel su-percomputers is their lack of high-performance parallelI/O. This weakness has prevented, in many cases, thefull exploitation of the true potential of MPP systems.As part of a joint project with IBM, we have designeda parallel I/O system for an IBM SP system that canprovide sustained I/O rates of greater than 160 MB/sfrom collections of compute nodes to archival disk andpeak transfer rates that should exceed 400 MB/s fromcompute nodes to I/O servers. This testbed system willbe used for a number of projects. First, it will providea high-performance experimental I/O system for tra-ditional computational science applications; second, itwill be used as an I/O software and development en-vironment for new parallel I/O algorithms and oper-ating systems support; and third, it will be used as thefoundation for a number of new projects designed todevelop enabling technology for the National Informa-tion Infrastructure. This report describes the systemunder development at Argonne National Laboratory,provides some preliminary performance results, andoutlines future experiments and directions.1 IntroductionFor a long time parallel I/O has been neglected aswork in parallel computing systems has focused on theneed to develop better communications networks, low-cost packaging, and microprocessors. Today, manyparallel systems are on the market, and applicationsdevelopers are busy porting and developing codes: itis now the case that parallel I/O can no longer be�This research supported in part by the O�ce of Scienti�cComputing, U.S. Department of Energy, under Contract W-31-109-Eng-38.

left on the back burner if massively parallel process-ing (MPP) systems are to become widespread replace-ments for mainframes and vector-based supercomput-ers. As increasingly large numbers of parallel systemsare installed, it is important that the parallel I/Oproblem be addressed with the same energy and cre-ativity as the parallel compute problem. This paperis an overview of a project at Argonne National Labo-ratory (ANL) to build a parallel I/O systems testbedand to develop parallel I/O software and applicationsthat will test and use this software.One principal goal in the I/O project is to createa testbed rich enough that a large number of experi-ments can be conducted without requiring new hard-ware to be developed and installed. This 
exibility isimportant in the short term as we explore the possi-bilities for solving the I/O problem. Our overall goalin the project is to develop the framework for creatingbalanced high-performance computing systems in thefuture that are highly I/O capable. Another objectiveof the project is to provide the capability to test bothparallel I/O systems and to validate those systems inthe context of a robust mass storage environment.The Argonne I/O system uses two layers of high-performance networking. There is a primary layer forinterconnection between compute nodes of the IBMSP and a set of I/O servers. This primary layer usesthe Fiber Channel Standard (FCS) for transport andconnects 32 of 128 processor nodes to eight I/O high-performance servers. Five Ancor FCS switches pro-vide the ability to route any I/O transfer to any I/Oserver processor. Server processors are IBM RS/6000970Bs with 256 MB RAM and 6 GB of local disk.A secondary networking layer connects the eight I/Oservers to four high-performance IBM 9570 RAID ar-rays (220 GB total) [Katz 89] and an automated tapelibrary (DST-800 with three AMPEX DD-2 19-mmhelical scan tape drives) with 6.4 TB of tape. Thesecondary networking layer is built on a NSC HIPPI



crossbar enabling any I/O server to access any RAIDdrive or tape unit. This I/O system has been designedto scale to systems with hundreds or thousands of pro-cessors. The primary and secondary networks can beexpanded by adding additional crossbars into morecomplex networks if needed (see Fig. 1).Software is being developed that allows user appli-cations to migrate data to and from the tape subsys-tem, RAID arrays, local disk on the I/O servers, andthe local disks on the compute nodes (each proces-sor in the SP has a local 1-GB disk). Parallel I/Olibraries are under development that enable user ap-plications codes to manage hundreds of I/O streamsand to checkpoint and restart with di�erent numbersof processors. To manage the archiving of data, NSL-Unitree is run on the I/O server nodes and managesdata on the RAIDs and tape subsystem. ANL iscollaborating with the National Storage Laboratory(NSL) on the development of and testing of the succes-sor to Unitree |the High-Performance Storage Sys-tem (HPSS)| and with the Scalable I/O Initiative[Bers 93] to develop new parallel I/O concepts andimplementations.2 Applications RequirementsAs the processing power of parallel supercomputershas increased over time, there has not been a corre-sponding increase in the I/O capability of those sys-tems [Fren 91], [Redd 90]. Many existing parallel ap-plications such as QCD and Monte Carlo problems donot have a large I/O requirements. However, manyproblems in computational chemistry, computational
uid dynamics, seismology, and emerging applicationsunder development for the NII and other areas requirehigh-performance I/O [Work 93]. This I/O is used forcheckpointing large runs, visualization archival stor-age of run histories, and support of digital libraries.On current parallel supercomputing systems, applica-tions require from hundreds of megabytes to hundredsof gigabytes per run and need I/O bandwidths in ex-cess of 100 MB/s [Mill 93].2.1 Global Climate ModelsGlobal climate modeling is a good example to il-lustrate some of the issues. Estimates of performanceand data requirements for parallel climate models in-dicate the scale of the I/O problem [Work 93]. In eachcase the dataset size is for the generation of the history\tape" of the run (i.e., the data that would normallybe archived and stored for postprocessing).

� A 100-year, T42 run would generate 143 gigabytes� A 100-year, T85 run would generate 1,144 giga-bytes� A 1000-year, T85 run would generate 20,000 gi-gabytesIn addition to archival data, periodic checkpointingis done that requires writing the contents of processormemory (in our case up to 16 GB) to secondary stor-age and then possibly recon�guring that data for arestart that may involve a di�erent number of CPUs.A typical working environment may need dozens ofcheckpoint/restart �les available. The time to gener-ate a checkpoint will determine the frequency of check-pointing. With the current I/O system we estimatecompleting a full memory checkpoint in under 3 min-utes, thus enabling runs to proceed with little con-cern for restart. Archival datasets are often stored foryears and involve hundreds of retrieval cycles. Anal-ysis runs (which are less compute intensive than thesimulation itself) typically complete in 1/10 or 1/100the time of the data generation run; therefore, sus-tainable I/O rates would be the primary performancelimitation. Analysis runs will be the main drivers forI/O resources.2.2 Video Server ApplicationsIn a related project |the Multimedia Supercom-puting Project (MMSuper)| we are exploring theclose coupling of multimedia technology (images,sound and text) and high-performance computing ar-chitectures and applications. By enabling systemssuch as the IBM SP to process voice and image dataalong with traditional scienti�c data resulting fromcomputations, we hope not only to expand the typesof applications that are suitable for parallel comput-ing, (e.g., digital libraries) but also to facilitate theuse of modern interface technology for those using theSP system for scienti�c applications (e.g., coupling an-imation and voice annotation with scienti�c data sets).The MMSuper project will develop and explore thefeatures and architectures needed to support digitallibraries and interactive multimedia use of parallel su-percomputers.Current parallel supercomputer systems like theIBM SP are well suited for \traditional" scienti�c com-puting (i.e., rapidly evolving a simulation describedby a set of numerical partial di�erential equations for-ward in time and periodically capturing the state ofthe system). However, future uses of supercomputerswill include not only numerical computations but also2



the reduction of output data to meaningful statementsabout reality. Today one would like to use the super-computer as a general-purpose tool for computationalscience including the use of the system for supportingvisualization, collaborative development of systems,collaborative exploration and analysis of both exper-imental and computational data and the storage andarchive of such data and collaborations. To enablethese uses of MPPs, additional hardware and softwaresupport is needed.By combining parallel disk, high-speed network,video compression hardware and software, and digitalsignal-processing hardware, a parallel supercomputerwith a high-speed disk array and automated tape li-brary would be an ideal interactive/video on demandserver. Prerecorded video would be stored on tapeand on the disk array in a compressed form (the ex-act compression required depends on performance andhardware considerations) within a video database thatcan support retrieval and replication (for added I/Obandwidth when needed) of video sequences. Whena video request is received, a processor is assignedto �nd the sequence (via simple text indexing in thecase of movies and existing program materials), begindecoding (compression translation if needed say fromMPEG to H.261), and route to the appropriate outputport (typically ATM network or composite video out).Since the video sequence is stored on a random accessdevice (in this case a disk array), multiple reads can beunder way with di�erent o�sets corresponding to dif-ferent retrieve request times (or time shifts). If moresimultaneous read requests are received than the disksystem can handle, additional copies of the �le are cre-ated from the tape system (see above) so that in a fewminutes a complete copy of the �le can be spawned onadditional disks to provide better performance. Bet-ter transfer rates can be achieved if the �le is bu�eredto RAM before decoding and transmitting.Disk I/O bandwidth required for video server ap-plications can be estimated as follows: If we startwith a 128-processor system and wish to generate 8-K video streams at 25:1 compression using somethinglike ATM with 155 Mb/s service, then each proces-sor needs to handle 65 video sessions. If we assumeeach processor has 2 GB RAM, providing bu�er spaceof 24 MB for each stream or (84 seconds of eachstream), then the total disk-to-processor I/O band-width needed all 128 nodes is 2.4 GB/s, which is justpossible today on a SP1 with a FCS card in each node.

2.3 Other ApplicationsOther applications that will be used to test the sys-tem include parallel computational chemistry, molec-ular dynamics, astrophysical 
uid 
ows, genomicdatabases, intelligent highway vehicle systems mod-els, and structural mechanics. The output from thesemodels will be used to develop animated visualiza-tion sequences that require up to four megabytes ofdata per frame. Thus a �ve-minute high-de�nitionvideo could require 36 gigabytes of storage and play-back rates as high as 120 MB/s. The source data forsuch animations may require several orders of mag-nitude more data to transferred and processed, thusrequiring substantially higher I/O rates. higher.3 I/O System ImplementationFigure 1 is a block diagram of the full Argonne SPinstallation, showing the scale of the installation andthe architecture of the interconnections. The ArgonneSP installation contains 128 compute nodes based onIBM RS/6000 workstation components. Each nodecontains 128 megabytes of RAM and a one giga-byte directly attached disk. Every node is connectedto the high-performance switch via a microchanneladapter. With the current switch adapters (TB0),a node can achieve a maximum data rate of ap-proximately 6 megabytes/second through the high-performance switch. (The next-generation adapters,which will be available Q2 1994, will increase node-switch bandwidth to about 30 MB/s.) Currently thereis no overlap between compute processing and datatransfer over the high-performance switch.In addition to the high-performance switchadapters, 32 of the nodes have Ancor Fibre Channeladapter cards. We have measured using the channelinterface a data rate of at least 19 megabytes/secondfrom a compute/IO node through the Fibre Channelnetwork to the rest of the I/O system. Unlike thehigh-performance switch adapters, the Fibre Channeladapters should allow some overlap between process-ing and data transfer. The exact degree of overlap willbe determined in this project.For the purpose of an unambiguous nomencla-ture, we have designated the 96 nodes without a Fi-bre Channel adapter as compute nodes, and the 32with Fibre Channel adapters as compute/IO nodes.Compute/IO nodes are completely usable as computenodes, and completely compute-bound applicationswill su�er no penalty from using the 32 compute/IOnodes for computation.3
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Throughout the design of the I/O system we haveprovided support for application{level multiplexingand demultiplexing of data. The �rst example of thisprinciple can be seen in the three-to-one ratio betweencompute nodes and compute/IO nodes. I/O inten-sive applications will be able to intelligently spreadthe data among the compute nodes, as it will be de-livered from the I/O servers via a relatively large num-ber (up to 32) compute/IO nodes. If the applicationor some supporting library is structured to handle thedata distribution internally, then the I/O can be seenas simply a class of message to be passed via the high-performance (message passing) switch. As the com-pute/IO nodes are complete computers in their ownright, they are capable of running arbitrarily complexheuristics for scheduling I/O transactions e�ciently.[Dura 93]There is also support for TCP/IP over Fibre Chan-nel and the high-performance switch, so data accesscan be transparent, yet relatively high-performance,for applications not taking full advantage of the capa-bilities of the system.
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Time to write 1 GB to tape   |Figure 3. Tape vs. I/O RatesThe 32 Fibre Channel adapters in the compute/IOnodes are connected to �ve Ancor Fibre Channelswitches, which are in turn connected to Fibre Chan-nel adapters (2 each) in eight IBM RS/6000 model970B computers. These RS/6000-970B computers areequipped with dual microchannel buses allowing inde-pendent input and output. Each RS/6000-970B alsocontains 256 megabytes of RAM, and six gigabytes

of directly attached SCSI disk. Each Fibre Channeladapter will provide a data rate of 10-25 megabytesper second, for an aggregate rate of 20-50 megabytesper second per RS/6000-970B. This peak rate is bal-anced with the corresponding SP capabilities, as eachcompute/IO node can accept only 5-20 megabytes persecond from the high-performance switch for sustainedI/O (e.g., 8 RS/6000-970Bs at 20 MB/S = 160 MB/S,which equals 32 Compute/IO nodes at 5 MB/S = 160MB/S).The RS/6000-970B computers (I/O servers) alsocontain HIPPI adapters, which are capable of transfer-ring data to and from the RAID disk arrays. The 9570RAID disk arrays are currently limited to a read/writetransfer rate of 40 megabytes/second. The HIPPI{attached peripherals such as the RAID disk arraysand the frame bu�er are not directly 
exibly pro-grammable (they appear to the I/O server as a de-vice, not a computer), but they are controlled fromthe general-purpose I/O servers. They provide an-other opportunity for arbitrarily complex schedulingheuristics to be tested [Dura 93], [Rosa 93].4 Scalability IssuesFigure 2 is a reduced logical diagram of the I/Osystem of the Argonne I/O system showing the re-lationship of the various components. From left toright there are fewer instances of each component, thedata rates increase, and the optimal size of each I/Ooperation increases as well. This logical diagram ofthe system is the basis for a number of modeling ef-forts under way aimed at developing I/O schedulingalgorithms and implementation strategies. At eachlayer in the network there are opportunities for vari-ations in bu�ering, load balancing, I/O block merg-ing/splitting, and changes in protocol.Throughout the design of the I/O system we haveattempted to eliminate bottlenecks and \hot spots."This has been done by creating a hierarchy of datamovers, with several stages of complete interconnectbetween the layers. This 
exibility is achieved by us-ing general-purpose computers in the I/O structurewith enough memory to provide plenty of bu�er spacefor reorganization of data for e�cient transfer at tothe next level.As applications start using the system, we will beable to tune the characteristics of the data 
ow. Theparallel I/O software under development has many ad-justable parameters. The best settings for these pa-rameters will be determined by extensive I/O appli-cation benchmarking and analysis. For example, an5



application might be I/O bound if it has only one Fi-bre Channel connection to the rest of the I/O system;however, 32 Fibre Channel connections may be toomany.One focus of our I/O research is to study the ef-fects of a particular architectural change: removingthe RS/6000-970B computers as a boundary betweenthe Fibre Channel network and the peripherals them-selves. How necessary is this secondary layer of multi-plexing and bu�ering? With appropriately tuned ap-plications, can it be eliminated? Answers to thesequestions will a�ect future I/O system architectures.5 Component ExperimentsAs a �rst step in developing comprehensive I/Omodels and designing experiments for scheduling andbu�ering we are collecting comprehensive baselinedata on individual components of the I/O system. De-tailed analysis and modeling will appear in a futurepaper.In the present con�guration, disk I/O to a IBM9570 RAID unit can be sustained at between severalmegabytes per second to over 35 MB/s depending onthe block size used in the transfer (see Fig. 4). In Fig. 3we compare the I/O speeds of a single RAID unit andone DD-2 tape drive for a variety of block sizes, it isclear from this �gure that substantial disk or memorybu�ering is needed to provide a user application opti-mum tape performance. However, for relatively smalltransfers, the DD-2 tape system is actually faster thanthe disk array. These data are for raw I/O.We currently are investigating the e�ectiveness ofinterleaving many small transfers from the I/O serversas a way of improving the e�ective bandwidth for smallblock sizes. We feel that this may be crucial to e�-cient MPP I/O as MPPs are by nature-distributedmemory machines. Unlike traditional supercomput-ers, there is no single contiguous memory space thatcan be transferred to storage and network systems ina very few I/O operations. Current high-performancestorage and network technologies assume that thereis a large, fast, contiguous memory that can handletransfers to and from the machine in a very few largetransfers. This allows the latency often associatedwith high bandwidth to be amortized over the longtransfers of contiguous memory. The I/O servers inthe ANL con�guration are intended to provide bu�erspace analagous to the large, fast, contiguous mainmemory stores of traditional supercomputers.

5.1 RAID Disk ExperimentsThe IBM 9570 RAID disk arrays are organizedinternally to have multiple logical volumes, allow-ing transfers to logically independent elements of theRAID. In Fig. 4 we have measured the e�ect of mul-tiple I/O servers writing to the same RAID array. Animportant observation is that the I/O performance isdominated by block size until block sizes approach 2MB. In Fig. 4 the top line is for two simultaneouswrites, and the bottom line is for one write.
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Figure 4. E�ect of Multiple I/O ServersWriting to Same RAID Array5.2 Tape System ExperimentsEach DD-2 tape drive is connected to the tapeserver (a dedicated IBM 970) via an IPI interface; thetape server is HIPPI connected to the I/O servers.The Ampex DST-800 system has three drives installedand accessible from the 970. Current versions of Uni-tree do not stripe data across the multiple drives andan important I/O issue under investigation is to ex-plore the feasibility of tape striping [Sale 86]. We areconcerned with the raw performance of writing to allthree drives simultaneously using both direct accessand under Unitree control. Current experiments areable to achieve greater than 14 MB/s sustained perdrive for two simultaneous transfers, giving an aggre-gate transfer rate of 28 MB/s (see Fig. 5); however, wehave not been able to sustain aggregate transfer ratesof 30 MB/s or more to three tape drives.6
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Figure 5. DD-2 Tape Write Performance5.3 Ongoing ExperimentsWe are currently designing and conducting experi-ments to determine the answers to the following ques-tions:� What is the appropriate bu�ering strategy for amultilevel I/O fabric (i.e., do we bu�er on the I/Onodes and I/O server or just on the I/O server)?� What are the appropriate bu�ering strategies forisochronous I/O (e.g., video and audio streams)?� Can we use IP protocols for the intermediate net-work layers and still have adequate performanceend to end?� What is the impact of interleaving reads/writesfrom the I/O nodes to the I/O servers?� How much and what kind of I/O scheduling in-formation or hints must be communicated fromthe I/O nodes to the I/O servers to ensure highperformance?Other experiments are under way to evaluate theuse of FCS as the secondary network layer and to com-pare it with ATM [Lesl 93]. It appears that one of themost important feature of any intermediate I/O net-work is the degree of host CPU load required to sustainpeak transfer rates.

6 Future PlansWe will be working with NSL-Unitree, HPSS, andthe Vesta [Vest 93] (IBM PFS) parallel �lesystem toperform early testing and to provide feedback into thedevelopment process. Our collaborators in the Scal-able I/O Initiative [Bers 93], [Rosa 93] will be usingthe Argonne system as one testbed for their research.We hope the 
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