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Abstract. We consider the block elimination problem $Q\binom{A_{1}}{A_{2}}=\binom{-C}{0}$, where, given a matrix $A \in \mathbf{R}^{m \times k}, A_{11} \in \mathbf{R}^{k \times k}$, we try to find a matrix $C$ with $C^{T} C=A^{T} A$ and an orthogonal matrix $Q$ that eliminates $A_{2}$. Sun and Bischof recently showed that any orthogonal matrix can be represented in the so-called basis-kernel representation $Q=$ $Q(Y, S)=I-Y S T^{T}$. Applying this framework to the block elimination problem, we show that there is considerable freedom in solving the block elimination problem and that, depending on $A$ and $C$, we can find $Y \in \mathcal{R}^{m \times r}, S \in \mathcal{R}^{r \times r}$, where $r$ is between $\operatorname{rank}\left(A_{2}\right)$ and $k$, to solve the block elimination problem. We then introduce the canonical basis $Y=\binom{A_{1}+C}{A_{2}}$ and the canonical kernel $S=\left(A_{1}+C\right)^{\dagger} C^{-T}$, which can be determined easily once $C$ has been computed, and relate this view to previously suggested approaches for computing block orthogonal matrices. We also show that the condition of $S$ has a fundamental impact on the numerical stability with which $Q$ can be computed and prove that the well-known compact WY representation approach, employed, for example, in LAPACK, leads to a well-conditioned kernel. Lastly, we discuss the computational promise of the canonical basis and kernel, in particular in the sparse setting, and suggest pre- and postconditioning strategies to ensure that $S$ can be computed reliably and is wellconditioned.
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## 1 Introduction

Orthogonal transformations are a well-known tool in numerical linear algebra and are used extensively in decompositions such as the QR factorization, tridiagonalization, bidiagonalization, Hessenberg reduction, or the eigenvalue or singular value decomposition of a matrix (see, for example, [9, 15]).

For dense matrices, orthogonal matrices are most commonly composed via Householder reflectors, which are orthogonal matrices of the form

$$
\begin{equation*}
H=H(v)=I-\beta v v^{\mathrm{T}}, \quad \beta v^{\mathrm{T}} v \beta=2 \beta \tag{1}
\end{equation*}
$$

The condition on the Householder vector $v$ and the scaling factor $\beta$ in (1) covers all choices for $v$ and $\beta$ that result in an orthogonal matrix $H$. In particular, it includes the degenerate case $\beta=0$, where $H$ is the identity matrix $I$. Note that the application of $H$ to a vector $x$ amounts to a reflection of $x$ with respect to the hyperplane $\mathcal{R}(v)^{\perp}$, the orthogonal complement of the range of $v$. Computationally, the application of $H$ (or $H^{T}$ ) to a matrix $B$ involves a matrix-vector product and a rank-one update.

On modern machines with memory hierarchies and, in particular, parallel machines with distributed memories, matrix-matrix operations, especially matrix-matrix multiply $[7,8]$, significantly outperform matrix-vector operations. As a result, there has been considerable interest in so-called block Householder transformations, which express a product

$$
Q=H_{1} \cdots H_{k}
$$

of several Householder matrices (acting in $\mathcal{R}^{m}$, say) in a form that allows for the use of matrix-matrix kernels in the application of $Q$. An example is the WY representation [4]

$$
\begin{equation*}
Q=I+W Y^{\mathrm{T}} \tag{2}
\end{equation*}
$$

where $W$ and $Y$ are $m \times k$ matrices and $Y$ is composed of the Householder vectors of $H_{i}$. Mathematically equivalent is the compact WY representation [14]

$$
\begin{equation*}
Q=I-Y S Y^{\mathrm{T}} \tag{3}
\end{equation*}
$$

where $S$ is a $k$-by- $k$ triangular matrix. We see that the compact WY representation requires only $O\left(k^{2}\right)$ workspace for the matrix $S$, compared with
the WY representation's $O(m k)$ workspace for $W$. This reduction in memory requirement may be significant, since typically $m \gg k$. Block orthogonal transformations based on the compact WY form have, for example, been incorporated into the LAPACK library [1].

Such blocking approaches are particular solutions to the orthogonal block elimination problem:

$$
\begin{align*}
& \text { Given a matrix } A=\binom{A_{1}}{A_{2}}, A \in \mathcal{R}^{m \times k}, A_{1} \in \mathcal{R}^{k \times k}, m>k . \\
& \text { Find an orthogonal matrix } Q \text { such that } Q A=\binom{-C}{0} \text { for some }  \tag{4}\\
& \text { matrix } C \in \mathcal{R}^{k \times k} \text {. }
\end{align*}
$$

The canonical elimination problem is formulated in terms of $-C$ for notational convenience, as will become evident later on. We call the matrix $C$ the image of $A$ under $Q$. The orthogonality of $Q$ implies that $C$ must satisfy what Schreiber and Parlett [13] called the isometry property,

$$
\begin{equation*}
C^{T} C=A^{T} A \tag{5}
\end{equation*}
$$

The Cholesky factor of $A^{T} A$ or the square root of $A^{T} A$, for example, satisfies this condition. In the former case, $C$ is triangular; in the latter case, it is symmetric.

The usual block Householder approach (see, for example, [9, pp. 211213]), employed, for example, in LAPACK, to solve the block elimination problem (4) essentially consists of two parts. First, compute an unblocked QR factorization of $A$ to generate $k$ Householder transformations. Second, accumulate a compact WY representation [9, pp. 211-213] for block updates. This approach results in a triangular image $C$.

Recently, Sun and Bischof [16] showed that, far from being just a convenient way of formulating products of Householder matrices, any orthogonal matrix can be expressed in the form (3), where $S$ need not necessarily be triangular. They called this form the basis-kernel representation of $Q$, motivated by the fact that the basis $Y$ displays the active subspace $\mathcal{R}(Y)$, that is, the subspace where the transformation determined by $Q$ acts in a nontrivial fashion, whereas the kernel $S$ determines how the the active subspace is transformed. Among other results, the paper [16] showed the following:

- Given an arbitrary basis-kernel representation of $Q$, one can constructively derive a regular basis-kernel representation, namely, one in which both $Y$ and $S$ have full rank. Under the assumption that $Y$ has full rank, the dimension of $\mathcal{R}(Y)$ is called the degree of $Q$.
- An orthogonal matrix of degree $k$ is sufficient to solve the elimination problem (4).
- Given an arbitrary basis-kernel representation of $Q$, one can constructively derive a representation with a triangular kernel. However, even regular basis-kernel representations with triangular kernels are not unique.
- The orthogonality conditions

$$
\begin{equation*}
S Y^{\mathrm{T}} Y S^{\mathrm{T}}=S+S^{\mathrm{T}} \tag{6}
\end{equation*}
$$

or

$$
\begin{equation*}
S^{T} Y^{\mathrm{T}} Y S=S+S^{\mathrm{T}} \tag{7}
\end{equation*}
$$

are sufficient conditions for the orthogonality of $Q(Y, S)$.

- Any orthogonal matrix $Q$ of degree $k$ can be expressed as the product of exactly $k$ nontrivial Householder reflectors, and if $Q=I-Y S Y^{T}$, with triangular $S$, then $Q=H_{1} \cdots H_{k}$, where $H_{i}=I-s_{i i} Y(:, i) Y(:, i)^{T}$.
- If $Q_{i}=I-Y_{i} S_{i} Y_{i}^{T}$, then

$$
Q_{1}\left(Y_{1}, S_{1}\right) Q_{2}\left(Y_{2}, S_{2}\right)=I-\left(Y_{1}, Y_{2}\right)\left(\begin{array}{cc}
S_{1} & -S_{1}\left(Y_{1}^{\mathrm{T}} Y_{2}\right) S_{2}  \tag{8}\\
S_{2}
\end{array}\right)\left(Y_{1}, Y_{2}\right)^{\mathrm{T}}
$$

Hence, without loss of generality, we restrict orthogonal matrices to the form

$$
Q=Q(Y, S)=I=Y S Y^{T}
$$

and require that any $Q$ solving the orthogonal block elimination problem (4) be of degree not more than $k$. Note that in the particular case $k=1$ the orthogonal matrix to be determined is a Householder matrix.

In this paper, we investigate the orthogonal block elimination problem employing the framework of the basis-kernel representation in our study. In
the next section, we show that, for given $C$, there is a unique orthogonal matrix with minimum degree, equal to $\operatorname{rank}\binom{A_{1}+C}{A_{2}}$, that solves the block elimination problem. We then introduce in Section 3 the so-called canonical basis $Y=\binom{A_{1}+C}{A_{2}}$ and the canonical kernel $S=\left(A_{1}+C\right)^{\dagger} C^{-T}$ and show that they provide a representation of the unique minimum-degree orthogonal transformation that solves the block elimination problem for a given image of $A$ under $Q$. In Section 4 we consider a transformed block elimination problem where $A$ has orthonormal columns and use it to prove that the minimum degree achievable for $Q$ over all choices of $C$ is equal to the rank of $A_{2}$. We also relate our framework to Schreiber and Parlett's block reflectors and the compact WY accumulation procedure. In Section 5 we show that the conditioning of the kernel $S$ and the scaling of $Y$ 's columns has a profound effect on the numerical accuracy with which an orthogonal matrix can be computed. We also show that, using the conventional choice for the computation of Householder vectors, the compact WY accumulation procedure results in very well-conditioned kernels. In Section 6 we discuss the computational advantages of the canonical basis and kernel with respect to the preservation of data locality and exploitation of sparsity, and suggest conditioning approaches to ensure that basis and kernel can be computed accurately. Lastly, we summarize our results.

## 2 Minimum-Degree Transformations

Suppose, for $m \times k$ matrices $A$ and $B$, that $Q$ is an orthogonal matrix such that $Q A=B$. Let $Q(Y, S)=I-Y S Y^{T}$ be a regular basis-kernel representation of $Q$. Then $A-B=Y S Y^{T}$, and the basis $Y$ must satisfy the inclusion property

$$
\begin{equation*}
A-B \subset \mathcal{R}(Y) \tag{9}
\end{equation*}
$$

The rank of $Y$, and hence the degree of $Q$, can therefore be no less than $\operatorname{rank}(A-B)$. We can in fact prove the following theorem.

Theorem 1 Let $A$ and $B$ be $m \times k$ such that $Q A=B$ for some orthogonal matrix $Q$. Let $r=\operatorname{rank}(A-B)$. Then there exists a unique orthogonal matrix $Q_{\min }$ of degree $r$ such that $Q=Q_{\min } Q_{\text {null }}$ and $Q_{\min } A=B$.

Proof. Let $Q(Y, S)=I-Y S Y^{T}$ be a regular basis-kernel representation of $Q$. Then, $A-B=Y S Y^{\mathrm{T}} A$ and

$$
\operatorname{rank}\left(Y^{\mathrm{T}} A\right)=\operatorname{rank}(A-B)=: r
$$

Now consider the case that the degree of $Q$ is greater than $r$; otherwise $Q_{\text {min }}=Q$ and $Q_{\text {null }}=I$. Let $Y^{T} A=U\binom{M}{0}$ be a QR-factorization of $Y^{T} A$, with $M \in \mathcal{R}^{r \times k}$. Then $Q(Y, S)=Q(\bar{Y}, \bar{S})$, where $\bar{Y}=Y U$ and $\bar{S}=U^{T} S U$. Partitioning $\bar{Y}=\left[\bar{Y}_{1}, \bar{Y}_{2}\right]$, where $\bar{Y}_{1}$ is $m \times r$, we have $\bar{Y}_{2}^{T} A=0$. The proof of Theorem 5 in [16] showed that there exist a lower triangular matrix $L$ and an upper triangular matrix $R$ such that $\bar{S}=L R L^{\mathrm{T}}$. Thus, $Q(\bar{Y}, \bar{S})=Q(\tilde{Y}, R)$ with $\tilde{Y}=\bar{Y} L$. If we partition $\tilde{Y}=\left(\tilde{Y}_{1}, \tilde{Y}_{2}\right)$ in the same fashion as $\bar{Y}$ and partition $R=\left(\begin{array}{cc}R_{11} & R_{12} \\ 0 & R_{22}\end{array}\right)$ conformingly, Equation (8) implies

$$
Q=Q\left(\tilde{Y}_{1}, R_{11}\right) Q\left(\tilde{Y}_{2}, R_{22}\right)
$$

and $\tilde{Y}_{2}{ }^{\mathrm{T}} A=0$. With

$$
Q_{\min }=Q\left(\tilde{Y}_{1}, R_{11}\right), \text { and } Q_{\text {null }}=Q\left(\tilde{Y}_{2}, R_{22}\right),
$$

we then have

$$
Q=Q_{\min } Q_{\text {null }} \text { and } B=Q_{\min } A
$$

as claimed.
Now assume there are two orthogonal matrices $Q_{1}$ and $Q_{2}$ of degree $r$ that satisfy $Q_{i} A=B$, and let $Q_{i}=I-Y_{i} S_{i}^{T} Y_{i}^{T}$ be a regular basis-kernel representation with $Y_{i} \in \mathcal{R}^{m \times r}, S_{i} \in \mathcal{R}^{r \times r}$, and $\operatorname{rank}(Y)=\operatorname{rank}(S)=r$. Let $X$ be an $k \times r$ matrix of rank $r$ such that $Y_{1}^{\mathrm{T}} A X=I_{r \times r}$. Then, $Y_{1} S_{1}=Y_{2} S_{2}\left(Y_{2}^{\mathrm{T}} A X\right)$ and, since $S_{2}\left(Y_{2}^{\mathrm{T}} A X\right) \in \mathcal{R}^{r \times r}$ has full rank, $Y_{2}=Y_{1} F$ for a nonsingular matrix $F$. Since $Y_{1}$ is of full rank, we have $S_{1}=F S_{2}\left(F^{\mathrm{T}} Y_{1}^{\mathrm{T}} A X\right)=B S_{2} B^{\mathrm{T}}$, which implies $Q_{2}=Q_{1}$.

From the proof of Theorem 1 and the fact that $A$ and $B$ have symmetrical positions ( $Q A=B$ implies $Q^{T} B=A$ ), we can deduce the following facts.

Corollary 2 Let $Q A=B$, where $Q=I-Y S Y^{\mathrm{T}}$ is a regular basis-kernel representation of $Q$.

1. The following statements are equivalent:

- $Q(Y, S)$ is of minimum degree.
- $R(Y)=R(A-B)$.
- $Y^{T} A$ is of full rank in rows.
- $Y^{T} B$ is of full rank in rows.

2. If $Q(Y, S)$ is not of minimum degree, then it can be factored as

$$
Q(Y, S)=Q_{1}\left(Y_{1}, S_{1}\right) Q_{2}\left(Y_{2}, S_{2}\right)
$$

where

$$
\mathcal{R}\left(Y_{1}\right)=\mathcal{R}(A-B), \text { and } Q_{1}\left(Y_{1}, S_{1}\right) A=B
$$

and

$$
\mathcal{R}\left(Y_{2}\right) \subset \mathcal{R}(A)^{\perp}, \text { or } \mathcal{R}\left(Y_{2}\right) \subset \mathcal{R}(B)^{\perp}
$$

In our study of the block elimination problem (4), we consider the particular case $B=\binom{-C}{0}$, where $C$ is a $k \times k$ matrix that satisfies the isometry condition (5). Once $C$ is determined, we know that the minimum degree for a solution to the block elimination problem is the rank of $\binom{A_{1}+C}{A_{2}}$. Note that the minimum degree discussed in Theorem 1 depends on the chosen image $C$. In particular, if we can choose $C$ such that $\binom{A_{1}+C}{A_{2}}$ does have a rank lower than $k$, we may be able to arrive at a more economical representation of $Q$, in the sense that the computational cost of applying $Q$ in the basis-kernel form is directly proportional to the number of columns of $Y$.

## 3 The Canonical Basis and Kernel

Let $A=\binom{A_{1}}{A_{2}}$ be an $m \times k(m>k)$ matrix where $A_{1}$ is $k \times k$, and let $C$ by a $k \times k$ matrix that satisfies the isometry condition with $A$. By Theorem 1, there exists an orthogonal matrix $Q$ of degree equal to the rank
of $\binom{A_{1}+C}{A_{2}}$ that solves the block elimination problem (4). We now show that a particular basis $Y$ and kernel $S$ representing $Q$ (i.e., $Q=Q(Y, S)$ ) can be derived directly from $A$ and $C$, without any need for a column-bycolumn approach as is, for example, employed in the WY approaches. In this section, we assume that $A$ is of full rank. The rank-deficient case is addressed in Section 6.

We have already established that $Y$ must satisfy the inclusion property (9)

$$
\mathcal{R}\left(\left[\begin{array}{c}
A_{1}+C \\
A_{2}
\end{array}\right]\right) \subseteq \mathcal{R}(Y)
$$

Also note that $A=Q(Y, S)^{T}\binom{-C}{0}$ implies that $Y$ should satisfy the elimination condition

$$
\begin{equation*}
Y=Y S^{\mathrm{T}}\left(A_{1}+C\right)^{\mathrm{T}} C \tag{10}
\end{equation*}
$$

which suggests (and if $Y$ is of full rank, actually implies)

$$
S^{\mathrm{T}}\left(A_{1}+C\right)^{\mathrm{T}} C=I
$$

In fact, we can prove the following theorem.
Theorem 3 Let $A \in \mathcal{R}^{m \times k}, m>k$, be of full rank, and let $C \in \mathcal{R}^{k \times k}$ satisfy the isometry condition with $A$. Then $Q(Y, S)$, defined by

$$
\begin{equation*}
Y=A+\binom{C}{0}=\binom{A_{1}+C}{A_{2}} \tag{11}
\end{equation*}
$$

and

$$
\begin{equation*}
S=\left(A_{1}+C\right)^{\dagger} C^{-T}, \tag{12}
\end{equation*}
$$

solves the block elimination problem $Q(Y, S) A=\binom{-C}{0}$. Furthermore, $Y$ and $S$ provide a basis-kernel representation for the unique orthogonal matrix of minimum degree that solves the block elimination problem.

Proof. It can be verified directly that $Y$ and $S$ as defined above satisfy the orthogonality condition (6), and therefore $Q(Y, S)=I-Y S Y^{T}$ is orthogonal.

If $\left(A_{1}+C\right)$ is nonsingular, it is easy to check that $Y$ and $S$ solve the block elimination problem.

Now consider the case where $A_{1}+C$ has rank $r<k$. From the first $k$ rows of the elimination condition (10), we have

$$
C^{\mathrm{T}}\left(A_{1}+C\right)=C^{\mathrm{T}}\left(A_{1}+C\right) S^{\mathrm{T}}\left(A_{1}+C\right)^{\mathrm{T}} C
$$

Using a singular value decomposition, we have $C^{-1}\left(A_{1}+C\right)=V_{L} \Sigma V_{R}^{\mathrm{T}}$ for a nonsingular matrix $\Sigma \in \mathcal{R}^{r \times r}$ and orthonormal matrices $V_{L}$ and $V_{R}$. Thus,

$$
V_{L} \Sigma V_{R}^{\mathrm{T}}=V_{L} \Sigma V_{R}^{\mathrm{T}} S^{\mathrm{T}} V_{R} \Sigma V_{L}^{\mathrm{T}}
$$

We therefore know that there exists a nonsingular $r \times r$ matrix $B$ such that $C^{\mathrm{T}}\left(A_{1}+C\right)=V_{L} B V_{L}^{\mathrm{T}}$. Since $\left(A_{1}+C\right)^{\dagger} C^{-T}=V_{L} B^{-1} V_{L}^{\mathrm{T}}$, it is easy to check that $Y$ as in (11) and $S$ as in (12) together satisfy the elimination condition (10).

Independent of the regularity of $A_{1}+C$, we have by construction

$$
\mathcal{R}(Y)=\mathcal{R}\left(A+\binom{C}{0}\right)
$$

and so, according to Corollary $2, Q(Y, S)$ has minimum degree.
We call (11) and (12) the "canonical base" and the "canonical kernel", respectively. Note that, for $k=1$, these formulae are exactly those defining for a Householder transformation. It is also worth pointing out that, for a given $C, Y$ and $S$ need not be of full rank, even though $Q(Y, S)$ employing the canonical base and kernel is the unique orthogonal transformation of minimum degree solving the block elimination problem.

Corollary 4 Let $Y$ and $S$ be defined as in Theorem 3. Then, $Y$ and $S$ are of full rank if and only if $\left(A_{1}+C\right)$ is nonsingular.

Proof. The elimination condition (10) implies that if $Y$ is of full rank, then the matrix product $S^{\mathrm{T}}\left(A_{1}+C\right)^{\mathrm{T}} C$ must be nonsingular. This, in turn, implies the nonsingularity of $A_{1}+C$ and $S$. On the other hand, since $A_{1}+C$ is the first $k$-by- $k$ submatrix of $Y$, the nonsingularity of $A_{1}+C$ implies the independence of $Y$ 's columns.

Note that, for a particular chosen image $C, A_{2}$ plays no role in determining the minimum degree required to solve the block elimination problem.

## 4 Orthogonal Factors of Images

In the preceding sections we assumed that the image $C$ of $A$ under $Q$ had been fixed a priori, and we showed how one could easily derive the canonical basis and kernel that solved the block elimination problem for that particular choice of $C$. In this section, we consider the impact of the choice of $C$.

Assume again that $A$ is of full rank. Let $Q$ and $\bar{Q}$ be two orthogonal transformations that both eliminate $A_{2}$, namely,

$$
\begin{equation*}
Q A=\binom{-C}{0}, \quad \text { and } \quad \bar{Q} A=\binom{-\bar{C}}{0} . \tag{13}
\end{equation*}
$$

Since both $C$ and $\bar{C}$ satisfy the isometry condition with $A$, we have $C^{T} C=$ $\bar{C}^{T} \bar{C}$ and hence $\bar{C}=U C$ for some $k \times k$ orthogonal matrix $U$.

Let $G=\binom{G_{1}}{G_{2}}$ be the first $k$ columns of $Q^{\mathrm{T}}$. Then $A=-G C$ and $\mathcal{R}(G)=\mathcal{R}(A)$. Equation (13) implies

$$
\begin{equation*}
Q A=\binom{-C}{0}, \quad Q G=\binom{-I}{0} \tag{14}
\end{equation*}
$$

and

$$
\begin{equation*}
\bar{Q} A=\binom{-U C}{0}, \quad \bar{Q} G=\binom{-U}{0} . \tag{15}
\end{equation*}
$$

That is, if we fix an orthonormal basis $G$ of $\mathcal{R}(A)$ and hence the representation of $A$, namely $-C$, with respect to the basis, the block elimination problem (4) is mathematically equivalent to the following problem, which we call the transformed block elimination problem:

$$
\begin{align*}
& \text { Given a matrix } G=\binom{G_{1}}{G_{2}} \in \mathcal{R}^{m \times k}, G_{1} \in \mathcal{R}^{k \times k}, G_{1}^{T} G_{1}+ \\
& G_{2}^{T} G_{2}=I \text {, and an orthogonal matrix } U \text {, find an orthogonal } \\
& \text { matrix } Q=I-Y S Y^{T} \text { of degree no more than } k \text { such that }  \tag{16}\\
& Q\binom{G_{1}}{G_{2}}=\binom{-U}{0} .
\end{align*}
$$

For a solution $Q(Y, S)$ of this transformed problem, we have

$$
\begin{equation*}
Q(Y, S) A=Q\binom{A_{1}}{A_{2}}=\binom{-U C}{0} \tag{17}
\end{equation*}
$$

Note the strong resemblance to the Householder point elimination problem,

$$
H(v, \tau) a=\binom{-\gamma\|a\|_{2}}{0}
$$

where $\gamma= \pm 1$. Partitoning $a=\binom{\alpha}{a_{2}}, \alpha \in \mathcal{R}$, we choose $\gamma$ in LAPACK as

$$
\gamma=\left\{\begin{align*}
\operatorname{sgn}\left(\alpha_{1}\right), & \text { if } a_{2} \neq 0  \tag{18}\\
-\operatorname{sgn}\left(\alpha_{1}\right), & \text { otherwise }
\end{align*}\right.
$$

### 4.1 Degree Choices

Applying the results in Section 3, we know that, given $U$,

$$
Y=\binom{G_{1}+U}{G_{2}}, \quad S=\left(G_{1}+U\right)^{\dagger} U
$$

provide a representation $Q(Y, S)$ for the unique orthogonal matrix $Q$ of minimum degree that solves the problem (16) for that particular choice of $U$. We also know from Corollary 2 that $r:=\operatorname{rank}\left(Y^{T} G\right)=\operatorname{rank}\left(G_{1}^{T} U+I\right)$ is the degree of $Q$, with the inclusion property (9) implying $r \leq k$.

The following lemma shows that there is always a $k \times k$ matrix $U$ such that $G_{1}+U$ is nonsingular. That is, for this particular choice of $U$ the minimum degree for the related elimination problem is $k$.

Lemma 5 Let $G_{1}=U R_{1}$ be a $Q R$ decomposition of $G_{1}$ scaled such that $R_{1}$ has nonnegative diagonal elements. Then the matrix $G_{1}+U$ is nonsingular, and the canonical kernel $S=\left(U^{\mathrm{T}} G_{1}+I\right)^{-1}$ is upper triangular.

Proof: Since $R$ has nonnegative diagonal elements, $G_{1}+U=U(R+I) C$ is nonsingular. The triangularity of $S$ follows easily from the choice of $U$.

This fact was intuitively expected, as the triangularization of a matrix with $k$ columns usually requires $k$ Householder transformations. We now show how the rank of $G_{2}$ relates to the lowest degree we can achieve through proper choice of $U$.

Lemma 6 For any orthogonal factor $U$,

$$
\operatorname{rank}\left(G_{1}+U\right)=\operatorname{rank}\left(\binom{G_{1}+U}{G_{2}}\right)
$$

Proof. The claim holds if $G_{1}+U$ is nonsingular. We consider the case that $G_{1}+U$ is singular. From the proof of Lemma 2 in [16], we have

$$
U^{\mathrm{T}}\left(G_{1}+U\right)=V_{s}\left(\begin{array}{cc}
\bar{S} & \\
& 0
\end{array}\right) V_{s}^{\mathrm{T}}
$$

for some orthogonal matrix $V_{s}$ and a nonsingular matrix $\bar{S}$ of order, say, $r$. Thus,

$$
G_{1} V_{s}=U V_{s}\left(\begin{array}{cc}
\bar{S}-I & \\
& -I
\end{array}\right)
$$

The CS decomposition of $G$ (see, for example, [9]) then implies that the last $k-r$ columns of $G_{2} V_{s}$ are zeros exactly when the last $k-r$ columns of $\left(G_{1}+U\right) V_{s}$ are zero and its first $r$ columns are of full rank. That is,

$$
\operatorname{rank}\left(\binom{G_{1}+U}{G_{2}} V_{s}\right)=\operatorname{rank}\left(\left(G_{1}+U\right) V_{s}\right)
$$

Theorem 7 There exists an orthogonal matrix $U$ such that $G_{1}+U$ is singular if and only if $G_{2}$ is rank deficient. Moreover,

$$
\operatorname{rank}\left(G_{2}\right)=\min \left\{\operatorname{rank}\left(G_{1}+U\right) \mid U \text { is orthogonal }\right\} .
$$

Proof. Suppose $G_{1}+U$ is singular for some orthogonal matrix $U$. The proof of Lemma 6 shows that $G_{2}$ is rank deficient. Now assume $r=\operatorname{rank}\left(G_{2}\right)<k$. We have from Lemma 6 that for any orthogonal factor $U$,

$$
\left.\operatorname{rank}\left(G_{1}+U\right)=\operatorname{rank}\binom{G_{1}+U}{G_{2}}\right) \geq \operatorname{rank}\left(G_{2}\right)
$$

By the CS decomposition theory, there are three orthogonal matrices $V_{1}, V_{2}$, and $V_{r}$ such that

$$
G_{1}=V_{1}\left(\begin{array}{cc}
I & \\
& \Sigma_{1}
\end{array}\right) V_{r}^{\mathrm{T}}, \text { and } G_{2}=V_{2}\left(\begin{array}{cc}
0 & \\
& \Sigma_{2}
\end{array}\right) V_{r}^{\mathrm{T}},
$$

where $\Sigma_{i}$ are nonsingular diagonal matrices and $\Sigma_{1}^{2}+\Sigma_{2}^{2}=I$. Let $U=-V_{1} V_{r}$. Then $G_{1}+U$ is singular and

$$
\operatorname{rank}\left(G_{1}+U\right)=\operatorname{rank}\left(\left(G_{1}^{\mathrm{T}}+U^{\mathrm{T}}, G_{2}^{\mathrm{T}}\right)\right)=\operatorname{rank}\left(G_{2}\right)
$$

Theorem 7 reveals that the minimum degree for orthogonal transformations that solve the block elimination problem depends on the rank of $G_{2}$, or $A_{2}$, the block to eliminate. Note the difference between the lowest degree of orthogonal transformations with a given image $U$ (Theorem 1) and the minimum degree of orthogonal transformations for eliminating $G_{2}$ among all possible choices in $U$ (Theorem 7). That is, depending on the choice of the image of $A$, the degree of the orthogonal matrix for the block elimination problem for a full rank matrix $A$ with $k$ columns may be anywhere between $\operatorname{rank}\left(A_{2}\right)$ and $k$.

### 4.2 Block Reflectors

Schreiber and Parlett [13] developed a theory on block reflectors, which are symmetric orthogonal matrices

$$
\begin{equation*}
Q=I-Y T Y^{\mathrm{T}}, \quad Q^{\mathrm{T}} Q=I, \quad T=T^{\mathrm{T}}, \quad Y \in \mathcal{R}^{m \times k} \tag{19}
\end{equation*}
$$

A particular example is the situation where $Y$ has orthonormal columns and $T=2 I$. From the discussion in preceding sections, we know that all block orthogonal transformations - hence, in particular, symmetric ones - solving the block elimination problem (17) can be characterized as special choices of the orthogonal factor $U$.

Example 8 (Block Reflectors). Suppose $G_{1}=V_{l} \Sigma V_{r}^{\mathrm{T}}$ is a SVD of $G_{1}$. Let $U=V_{l} D V_{r}^{\mathrm{T}}$ for some (real) diagonal matrix $D$ such that $|D|=I$. Then

1. $G_{1}=U M$ is a polar decomposition of $G_{1}\left[9, p\right.$. 148], where $M=V_{r} \Sigma D V_{r}^{\mathrm{T}}$ is symmetric.
2. $S=\left(G_{1}+U\right)^{\dagger} U=(I+M)^{\dagger} V=V_{r}(I+\Sigma D) V_{r}^{T}$ is symmetric.
3. If, in addition, $D$ is chosen such that $I+\Sigma D$ is positive definite (which is always possible), then $S$ is positive definite, and $Q=Q(Y, S)$ can be represented in the special form of

$$
Q=I-\tilde{Y} \tilde{Y}^{\mathrm{T}}, \quad \text { with } \quad \tilde{Y}=Y S^{1 / 2}
$$

Example 8 shows that many symmetric orthogonal transformations solve the block elimination problem. They result in different images of $A$, and the condition of their kernels differs. The diagonal matrix $D$ in Example 8 can be chosen to minimize, say, the two-norm condition number of $S$, as

$$
\kappa_{2}(S)=\max \left\{\frac{\left|\sigma_{i}+d_{i}\right|}{\left|\sigma_{j}+d_{j}\right|} \text { such that } \sigma_{j}+d_{j} \neq 0,1 \leq i \leq k, 1 \leq j \leq k\right\} .
$$

For the case $k=1, U=d= \pm 1$ and $S=\left(1 \pm g_{1} d\right)^{-1}$. The LAPACK selection $d=\operatorname{sign}\left(g_{1}\right)$ (see (18)) for a nontrivial Householder matrix results in the smaller scaling factor $S$ among the two choices. Parlett [12] showed, however, that the alternate can be computed in an equally stable fashion.

In their computational procedures for block reflectors, Schreiber and Parlett [13] use Higham's algorithm [10] to compute the polar decomposition of $G_{1}$, and hence implicitly chose $D=I$. In this case, $S=V_{r}(I+\Sigma)^{-1} V_{r}^{T}$ is positive definite, and $S$ is always extremely wellconditioned, as $\kappa_{2}(S) \leq 2$. The case that the actual block size could be smaller than the number of columns of $A$ was first mentioned in [13], although the link to the rank of $A_{2}$ (or $G_{2}$ ) was not recognized.

### 4.3 The Compact WY Representation

The WY approach for generating orthogonal transformations for the block elimination problem does not require an orthonormal basis of $\mathcal{R}(A)$ or of $\mathcal{R}(Y)$. Denote by $\mathrm{WY}\left(y_{1}, \cdots, y_{k}\right)=I-Y S Y^{T}$ the compact WY representation for the product of Householder transformations as derived from the conventional QR factorization, where $Y=\left(y_{1}, \cdots, y_{k}\right)$ is composed of the Householder vectors $y_{i}$, and a null vector denotes a degenerate Householder matrix (i.e., the identity) resulting from a "skipped" orthogonal transformation.

Applying the conventional WY approach to the transformed block elimination problem (16), we get a diagonal image $U$ as a result of the orthogonality among $G$ 's columns. The diagonal elements of $U$ are determined one by one by the rule (18). On the other hand, Corollary 6 in [16] showed that, given an arbitrary $k \times k$ diagonal matrix $D,|D|=I$, one can determine a sequence of Householder matrices with corresponding Householder vectors
$y_{1}, \cdots, y_{k}$ so that

$$
\begin{equation*}
\mathrm{WY}\left(y_{1}, \cdots, y_{k}\right) G=\binom{-D}{0} \tag{20}
\end{equation*}
$$

As it turns out, orthogonal transformations for the block elimination problem generated with the WY approach have minimum degree.
Theorem 9 Suppose $W Y\left(y_{1}, \cdots, y_{k}\right) G=\binom{-D}{0}$ for a real diagonal matrix $D,|D|=I$. Then $W Y\left(y_{1}, \cdots, y_{k}\right)$ is the minimum-degree transformation that solves the transformed block elimination problem (16) with $U=D$.

Proof. If the Householder matrices determining WY $\left(y_{1}, \cdots, y_{k}\right)$ are all equal to the identity, then $W Y\left(y_{1}, \cdots, y_{k}\right)=I$ is already of the lowest degree. Otherwise, it was shown in [16] that $W Y\left(y_{1}, \cdots, y_{k}\right)=Q(\hat{Y}, \hat{S})$ for a regular basis $\hat{Y}$ and a nonsingular kernel $\hat{S}$, where $\hat{Y}$ consists of the nonzero Householder vectors. Since the first nonzero elements of these Householder vectors occur in different rows, $(D, 0) \hat{Y}$ is of full column rank. The claim in the theorem then follows from Corollary 2.

Assume we have fixed the factor $C$ in $A$ 's image to be upper triangular. By the uniqueness of minimum degree transformations, we can then deduce the following fact.

Corollary 10 The class of orthogonal matrices determined by the WY approach for the block elimination problem (4) with triangular images $C$ is the same class of minimum-degree orthogonal matrices that solves the transformed block elimination problem (16) with diagonal images $U$.

Recall that, given a particular $C$, the canonical basis and kernel also provide the minimum degree orthogonal transformation for the problem (4). The WY approach is another way to compute such a block transformation, choosing $Y$ column by column.

Again, we point out that the minimum-degree orthogonal transformation associated with a particular image is not necessarily the minimum-degree transformation possible overall. As an example, consider the matrix

$$
A=\left(\begin{array}{cc}
\alpha_{11} & \alpha_{12} \\
\alpha_{21} & \alpha_{22} \\
\beta & \beta
\end{array}\right) \in \mathcal{R}^{3 \times 2}
$$

where $\alpha_{i j} \in \mathcal{R}$ and $\beta \neq 0$. Two nontrivial Householder matrices, and hence an orthogonal transformation of degree 2 , will be required unless ( $\alpha_{11} \pm$ $\left.\left\|A e_{1}\right\|_{2}\right)\left(\alpha_{12}-\alpha_{11}\right)=\alpha_{21}\left(\alpha_{21}-\alpha_{22}\right)$. By Theorem 7, on the other hand, the lowest degree for the block elimination problem is 1 , the rank of $A$ 's submatrix $(\beta, \beta)$.

## 5 The Condition of the Kernel

In the preceding two sections, we have introduced the canonical basis and kernel for a representation of minimum-degree orthogonal transformations to the block elimination problem. We have also shown the relation of the compact WY accumulation procedure with diagonal images. However, mathematically equivalent representations may have quite different numerical properties, and we now discuss to what extent the kernel influences the numerical properties of particular representations of orthogonal matrices.

Theorem 11 Let $Y$ be an orthogonal basis of full rank and $S$ be its associated kernel. Suppose $\tilde{S}=S+\Delta S$ is a kernel computed from $Y$. Let $\tilde{Q}=I-$ $Y \tilde{S} Y^{\mathrm{T}}$. Then

$$
\begin{equation*}
\left\|\tilde{Q}^{\mathrm{T}} \tilde{Q}-I\right\|_{F} \leq 4\left\|S^{-1}\right\|_{F}\|\Delta S\|_{F}+4\left(\left\|S^{-1}\right\|_{F}\|\Delta S\|_{F}\right)^{2} \tag{21}
\end{equation*}
$$

Proof. Since $Y$ is of full rank, $S$ is nonsingular. Thus, the orthogonality conditions can be expressed as

$$
\begin{equation*}
Y^{T} Y=S^{-1}+S^{-T} \tag{22}
\end{equation*}
$$

and hence

$$
\left\|Y^{\mathrm{T}} Y\right\| \leq 2\left\|S^{-1}\right\|
$$

where the norm is either the Frobenius norm or the 2-norm. Let $\Delta Q=$ $\hat{Q}-Q=Y \Delta S Y^{\mathrm{T}}$. Then

$$
\begin{aligned}
\left\|\tilde{Q}^{\mathrm{T}} \tilde{Q}-I\right\|_{F} & =\left\|Q^{\mathrm{T}} \Delta Q+(\Delta Q)^{\mathrm{T}} Q+(\Delta Q)^{\mathrm{T}}(\Delta Q)\right\|_{F} \\
& \leq 2\|Y\|_{2}^{2}\|\Delta S\|_{F}++\left\|Y(\Delta S)^{\mathrm{T}} Y^{\mathrm{T}} Y(\Delta S) Y^{\mathrm{T}}\right\|_{F} \\
& \leq 2\left\|Y^{\mathrm{T}} Y\right\|_{F}\|\Delta S\|_{F}+\left\|Y^{\mathrm{T}} Y\right\|_{F}\left\|Y^{\mathrm{T}} Y\right\|_{2}\|\Delta S\|_{F}^{2} \\
& \leq 4\left\|S^{-1}\right\|_{F}\|\Delta S\|_{F}+4\left(\left\|S^{-1}\right\|_{F}\|\Delta S\|_{F}\right)^{2} .
\end{aligned}
$$

Hence, the "orthogonal" matrix $\tilde{Q}$ represented by $Y$ and $\tilde{S}$ may in fact be far from being orthogonal if $S$ is illconditioned, unless $\Delta S$ is sufficiently small. However, we are likely to incur a sizable $\Delta S$ when $S$ is illconditioned, since the equation (22) says that, in essence, $S^{-1}$ is computed from $Y$, and hence an inversion of $S^{-1}$ has to be performed somewhere along the way to obtain $S$. If $S$ is illconditioned with respect to inversion, then $\Delta S$ could be quite big [15].

The simplest and best-conditioned kernel is a multiple of the identity matrix. We know from the orthogonality condition (22) that a nonsingular symmetric kernel $S$ is $2 I$ if and only if the associated Householder basis $Y$ is orthonormal. The transformation is then a block reflector with normalized basis and kernel. Note that even for the orthogonal elimination problem, where $G$ is assumed to be orthonormal, we still need to do extra work and make $Y$ orthonormal again to obtain $S=2 I$. Therefore, achieving a kernel with unity condition number is computationally too expensive under normal circumstances. We also note that Example 8 shows that there exist representations for symmetric orthogonal matrices (or equivalently, block reflectors), with ill-conditioned kernels.

Theorem 5 in [16] showed that any orthogonal matrix can be represented with a triangular kernel. As it turns out, the condition of a triangular kernel is greatly influenced by the scaling of its corresponding basis.

Theorem 12 Let $Q=I-Y S Y^{\mathrm{T}}$ be a regular basis-kernel representation of the orthogonal matrix $Q$, where $S$ is lower triangular. Then,

$$
s_{i i}=2 /\left\|y_{i}\right\|_{2}^{2}
$$

and, for $i>j$,

$$
\begin{equation*}
\left|\left(S^{-1}\right)_{i j}\right|<\left\|y_{i}\right\|_{2}\left\|y_{j}\right\|_{2}, \quad \text { and }\left|s_{i j}\right|<\frac{4}{\left\|y_{i}\right\|_{2}\left\|y_{j}\right\|_{2}} . \tag{23}
\end{equation*}
$$

Proof. By the orthogonality condition (22), $s_{i i}=2 /\left\|y_{i}\right\|_{2}^{2}$. The bounds on the elements of $S^{-1}$ then follow from the triangularity of $S$ and the CauchySchwartz inequality. The strict inequality is due to the independence of $Y$ 's columns. Similarly, from the formulation (7) we have $\left\|Y S e_{j}\right\|_{2}=\sqrt{2 S_{j j}}=$ $2 /\left\|y_{j}\right\|_{2}$ and $\left|s_{i j}\right|=\left|\left(Y S e_{i}\right)^{\mathrm{T}}\left(Y S_{j}\right)\right|<\left\|Y S e_{i}\right\|_{2}\| \| Y S e_{j} \|_{2}$. The strict inequality is due to the fact that $Y S$ is of full rank.

Similar results to Theorem 13 hold for lower triangular kernels.
The compact WY approach for the QR factorization gives a representation with triangular kernel and a lower triangular basis. If we adopt the conventional selection rule (18) for Householder vectors, the elementwise bounds on the kernel and its inverse can be tightened considerably.

Theorem 13 Let $W Y\left(y_{1}, \cdots, y_{k}\right)=I-Y S Y^{\mathrm{T}}$ be the $W Y$ representation of orthogonal transformations for the $Q R$ factorization, determined by the selection rule of (18) and the scaling convention

$$
\begin{equation*}
y_{j}(j)=1 \quad \text { if } \quad y_{j} \neq 0 \tag{24}
\end{equation*}
$$

Then,

$$
1 \leq s_{i i} \leq 2
$$

and, for $i>j$,

$$
\begin{equation*}
\left|\left(S^{-1}\right)_{i j}\right| \leq \sqrt{2}, \quad \text { and } \quad\left|s_{i j}\right| \leq 2 \tag{25}
\end{equation*}
$$

Furthermore,

$$
\begin{equation*}
\left\|S^{-1}\right\|_{F} \leq k, \quad \text { and } \quad\|S\|_{F}<k+1 \tag{26}
\end{equation*}
$$

Proof. We assume w.l.o.g. that $Y$ has no zero columns and that $S$ is lower triangular. The selection rule (18) makes the first nonzero element of each $Y$ 's column the "dominant" element and the scaling convention (24) makes it equal to 1 . Keeping in mind that $Y$ 's elements in the strict upper triangular part are zero, we have for each $y_{j}, 1 \leq j \leq k$,

$$
e_{i}^{\mathrm{T}} y_{j}=0, \quad i<j, \quad e_{j}^{\mathrm{T}} y_{j}=1, \quad \text { and } \quad 1<\left\|y_{j}\right\|_{2} \leq \sqrt{2}
$$

Thus, the 2 -norm of $y_{j}$ with the dominant element removed is no greater than 1 , and for $i>j,\left|\left(S^{-1}\right)_{i j}\right|=\left|y_{i}^{\mathrm{T}} y_{j}\right| \leq \sqrt{2}$. The bound on $\left\|S^{-1}\right\|_{F}$ then follows. Similarly, the elements of $Y S$ in the strict upper triangular are zero and we have

$$
\left\|\left(Y S e_{j}\right)\right\|_{2}=\sqrt{2 s_{j j}} \quad \text { and } \quad e_{j}^{\mathrm{T}} Y S e_{j}=s_{j j}
$$

It can then be proved easily that the 2 -norm of the vector obtained from $\left(Y S e_{j}\right)$ by zeroing the dominant element $e_{j}^{\mathrm{T}} Y S e_{j}$ is unity. Therefore, for $i>j$,

$$
\left|s_{i j}\right|=\left|\left(Y S e_{i}\right)^{\mathrm{T}}\left(Y S e_{j}\right)\right| \leq \sqrt{2 S_{i i}} \leq 2 .
$$

Furthermore, we have

$$
\|S\|_{F}^{2} \leq \sum_{i=1}^{k} i s_{i i}=\sum_{i=1}^{k} \frac{2 i}{y_{i}^{\mathrm{T}} y_{i}} \leq k(k+1) .
$$

Theorem 13 points out that orthogonal matrices computed by the WY approach are numerically benign if their degree is not unreasonably high. This is the case in practice, with $k$ typically ranging from 8 to 64 .

## 6 Preconditioning and Postconditioning

The preceding section showed the importance of the condition of the kernel for the numerical reliability of a block orthogonal transformation. We also showed that the compact WY accumulation procedure is very reliable. This reliability comes at a price, however, as one has to process $A$ column by column, with the $j$ th column of $A$ being touched $2 j+2$ times in Householder updates, norm computation, and scaling. We also note that the computation of the WY representation for $k$ Householder vectors of length $m$ takes $2 k^{2}(m-$ $k / 3)$ flops for the WY basis and $m k(k+1)$ for the WY kernel [9, p. 212].

In this section we discuss other, more block-oriented, ways of achieving reasonably conditioned basis-kernel representations, and also consider the issue of sparsity. For now, assume that $A$ is an $m \times k, m>k$, matrix of full rank, and $C$ is the Cholesky factor of $A^{T} A$.

### 6.1 The Canonical Approach

Once we have computed the Cholesky factor $C$, the canonical basis

$$
Y=\binom{A_{1}+C}{A_{2}}
$$

is readily available, and the computation of the kernel

$$
S=\left(A_{1}+C\right)^{\dagger} C^{-T}
$$

involves only computations on $k \times k$ matrices, which is very little work compared with the usual Householder QR factorization algorithm, since typically $k \ll m$.

The canonical basis can also be much sparser than the block representation generated by the compact WY procedure, as is shown in Figure 1, which shows $A$, the basis $Y_{w y}$ computed by the compact WY procedure, and the canonical basis $Y_{\text {canonical }}$. Fill-in elements are denoted with an "F". $A$ has 24 nonzeros and $Y_{w y}$ has 55 nonzeros while $Y_{\text {canonical }}$ only has 29 nonzeros (i.e., only 5 fill elements). When a matrix $Q=I-Y S Y^{\mathrm{T}}$ is applied to a $m \times n$ matrix $B, n \gg k$, the computation of $Y^{T} B$ is a major part of the computational expense of forming $B-Y S\left(Y^{\mathrm{T}} B\right)$ and requires $\operatorname{nonz}(Y) \cdot n \leq k \cdot m \cdot n$ flops, where $\operatorname{nonz}(Y)$ is the number of nonzero elements in $Y$. Since $Q=I-Y_{\text {canonical }} S_{\text {canonical }} Y_{\text {canonical }}^{\mathrm{T}}=I-Y_{w y} S_{w y} Y_{w y}^{\mathrm{T}}$, the computation of $Y_{w y}^{\mathrm{T}} B$ is not only more expensive than that of $Y_{\text {canonical }}^{\mathrm{T}} B$, but may also result in more fill-ins when $B$ is sparse, further increasing the cost of the update.

Particular cases of the canonical basis and kernel occurred in previous works on the subject of block orthogonal factorizations. Using our framework, they can all be related to particular choices of the image $U$ in the transformed problem (16).

For example, we proved in Lemma 5 that there is always a factor $U$ such that the canonical kernel $S$ is nonsingular, and hence $Y$ is of full rank. Dietrich [6] used such a choice in his work to avoid the case of a rank-deficient kernel.

Kaufman [11] used essentially diagonal orthogonal factors. Her algorithm assumed that $A_{1}$, the top $k \times k$ submatrix of $A$, is upper triangular, or applied an initial QR factorization to $A_{1}$ first. Kaufman was also the first one to implicitly exploit the the sparsity of $A$ preserved in the canonical basis and to observe the stability problems arising from ill-conditioned kernels.

Except for Schreiber and Parlett [13], all previous approaches tried to avoid producing a singular kernel. Our theory shows that, instead of being a problem, the singularity of a kernel can be taken advantage of, as it allows the generation of an orthogonal transformation of lower degree. We also showed constructively under what conditions such a kernel existed.

In this section we now present some ideas on how to cheaply solve the block elimination problem (4) while ensuring numerical reliability.


Figure 1: An example of the WY basis versus the canonical basis

### 6.2 Preconditioning

The canonical basis requires an admissible image of $A$, that is, one that satisfies the isometry condition (5). The Cholesky factor of $A^{T} A$ is an obvious choice. If $A$ has orthonormal columns, the Cholesky factor is $I$, the identity. Therefore, the first step of the algorithms in [13] is to orthonormalize A's columns, for example, with the conventional Householder QR factorization. The conventional Householder QR procedure is also considered a reliable procedure to compute Cholesky factors. However, in either case we are essentially already solving the block elimination problem, so orthonormalizing $A$ 's columns in general is too expensive.

Computing the Cholesky $A^{\mathrm{T}} A=C^{\mathrm{T}} C$ of $A^{T} A$ takes $m k(k+1)$ flops for one triangular half of the matrix-matrix product $A^{T} A$ and $k^{3} / 3$ flops for the Cholesky factorization. Note that this is nearly half the effort required for the WY accumulation (most of the work is in a matrix-matrix multiplication) and that the computational cost for a sparse $A$ could even be less. We now discuss what we call "preconditioning," that is, strategies for transforming the problem so we can safely compute the Cholesky factor.

Problems in computing the Cholesky factorization arise when some of $A$ 's columns are only weakly independent of the others. This case can be dealt with through a rank-revealing Cholesky factorization. As with rank-revealing QR factorizations [5,2,3], there is a permutation matrix $P$ such that

$$
P^{T}\left(A^{\mathrm{T}} A\right) P=C^{T} C, \quad C=\left(\begin{array}{cc}
C_{11} & C_{12}  \tag{27}\\
& C_{22}
\end{array}\right)
$$

where $C_{11} \in \mathcal{R}^{r \times r}$ is wellconditioned, $r$ is the numerical rank of $A$, and $\left\|C_{22}\right\|_{2}$ is "small."

If $C_{22}$ is numerically negligible, then the last $k-r$ columns of $A P$ can be considered linearly dependent on the first $r$ ones, and we need only to determine an orthogonal matrix to solve the block elimination problem for the first $r$ columns of $A P$. If $R_{22}$ is not numerically negligible, let $\hat{R}$ be a matrix such that $C \hat{R}$ is wellconditioned, for example,

$$
\hat{R}=\left(\begin{array}{ll}
I & \\
& R_{22}^{\dagger}
\end{array}\right)
$$

Now, working on the matrix $A P \hat{R}$ instead of $A$, we obtain

$$
Q(Y, S) A P \hat{R}=\binom{-U \hat{C}}{0}
$$

for some orthogonal matrix $U$, and so

$$
Q(Y, S) A P=\binom{-U \hat{C} \hat{R}^{-1}}{0}
$$

Note that the Cholesky factor $\hat{C}$ of $A P \hat{R}$,

$$
\hat{C}=\left(\begin{array}{cc}
C_{11} & C_{12} R_{22}^{\dagger} \\
& I
\end{array}\right)
$$

is wellconditioned for the canonical basis of $A P \hat{R}$, which differs from $A$ in only $k-r$ columns.

Note that a poor scaling in $A$ 's columns can easily result in a large condition number for $A^{\mathrm{T}} A$. In this case, the condition of $A$ can easily be improved by scaling $A$ 's columns; that is, we choose $\hat{R}$ to be diagonal. This is probably sufficient in most cases, and certainly preferable in the sparse setting. Also note that, from the preconditioning point of view, computing an orthonormal basis of $A$ can be considered the ultimate preconditioning step, as it results in $\hat{C}=I$.

### 6.3 Postconditioning

As we already noted in the context of block reflectors, a well-conditioned A does not necessarily result in a well-conditioned kernel, which is needed for numerical stability.

So now assume that we have determined a picture $C$ of $A$ that results in an ill-conditioned kernel, and hence an numerically rank-deficient basis. As was shown in the proof of Lemma 2 in [16], we can derive a factorization $S=$ $F \hat{S} F^{T}$ of $S$ so that $\hat{S}$ is wellconditioned, and then use the conditioned basiskernel representation $Q(Y, S)=Q(Y F, \hat{S})$. In fact, $F$ can be composed of a permutation matrix and a triangular matrix similar to the preconditioning matrix $\hat{R}$. In general, we expect such a postconditioning matrix to drop and/or change only a small number of $Y$ 's columns. Again, the extreme case of postconditioning is the orthonormalization of $Y$.

Finally, note that both pre- and postconditioning involve only $k \times k$ matrices. In typical applications of block orthogonal transformations, $k$ ranges from 4 to 32 . Thus the matrices involved in conditioning are small. We have also seen from the example in Figure 1 that the canonical basis is promising for sparse orthogonal factorizations. With proper conditioning techniques, one should be able to preserve most of this desirable structure except in rare circumstances.

## 7 Conclusions

In this paper, we investigated the block elimination problem

$$
Q A=\binom{-C}{0}
$$

employing the basis-kernel representation

$$
Q=Q(Y, S)=I-Y S Y^{T}
$$

as our main tool.
We showed that, given a particular fixed picture $C$, there is a unique orthogonal transformation of minimum degree, equal to $\operatorname{rank}\left(\binom{A_{1}+C}{A_{2}}\right.$ ) that solves the block elimination problem. We introduced the canonical basis and kernel

$$
Y=\binom{A_{1}+C}{A_{2}} \text { and } S=\left(A_{1}+C\right)^{\dagger} C^{-T}
$$

as a particularly convenient way for computing this transformation.
Considering a transformed problem where $A$ has orthogonal columns, we then proved that, for all admissible choices of $C$, the minimum degree that is possible is $\operatorname{rank}\left(A_{2}\right)$. We showed that symmetric orthogonal matrices (i.e., block reflectors) and the compact WY representation can be considered as special cases in our general framework.

We also illustrated that the condition of the kernel $S$ plays an important role for the numerical reliability with which $Q(Y, S)$ can be applied. We showed that an ill-scaled basis almost certainly results in a badly conditioned kernel and that the kernel computed by the compact WY accumulation procedure with the usual sign choice for Householder vectors is very wellconditioned.

Once the Cholesky factor of $A^{T} A$ is known, the canonical basis and kernel are much easier to compute than the compact WY accumulation strategy in the usual case where $k \ll m$. We also gave an example showing that the canonical basis and kernel hold great promise for sparse computations, since the sparsity structure of $A_{2}$ is preserved in the canonical basis. We then suggested preconditioning strategies to make sure that the Cholesky factor of $A^{T} A$ can be computed reliably, and postconditioning strategies to make sure that the resulting kernel is wellconditioned.

In particular for sparse problems, the canonical basis and kernel hold great promise for more efficient approaches to compute sparse orthogonal factorizations. We believe that simple column scaling strategies are sufficient as pre- and postconditioning strategies in most cases and that the investigation of pre- and postconditioning strategies for sparse matrices is a very promising avenue to pursue. Even for dense problems, we believe this approach to be worth pursuing, as the canonical basis and kernel can be computed faster than the compact WY accumulation procedure, and in a much more block-oriented fashion, which should be advantageous in cache-based systems or parallel processors. Lastly, we point out that there seems significant potential in studying how other choices for the image of $A$ under $Q$ can result in lower-rank and hence computationally more advantageous orthogonal transformations.
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