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1 IntroductionSingularity formation in physical systems, and in the partial di�erential equa-tions that describe them, is a topic of great scienti�c interest. Breakdown of themathematical model gives information on its limits, and extending the modeloften requires introduction of new and interesting physical ideas. Further, nearthe singularity, the solution often has a \universal" character, the same regard-less of the initial conditions or the outer geometry. Thus by understandingthe singularity, one obtains information about structural features of the modelrather than speci�c predictions for a particular case. Singularities provide aunique \microscope" for understanding interesting systems.One example is the breaking of a three-dimensional 
uid drop into two piecesdriven by the Rayleigh instability: breakup corresponds to singularity forma-tion in the 
uid velocity �eld. It has recently been shown that for breakup ofan axisymmetric droplet in vacuum, the shape of the interface is described by asimilarity solution [Egg93, ED94] which is unstable to �nite amplitude pertur-bations [BSN94, SBN94]. The dynamics near the breaking point is completelyindependent of the outer 
ow �eld. This universality is a re
ection of the factthat length and time scales near the pinch point are much smaller than anyexternal scales near the breaking point. One might hope that this would bea general property of singularities in systems of interest, for example, velocitysingularities in the three-dimensional Euler equations [Ker93, PS92, Maj86] orother singularities [CP93a].A Hele-Shaw cell is a quasi two dimensional system in which two immiscible
uids (air and water) interact through their boundary in the narrow gap betweentwo closely spaced glass plates. There are two types of stable equilibrium shapesfor liquid trapped in this con�guration: isolated circular drops [CP93b] andperfectly 
at, in�nitely long necks [BP95]. In the former case, the curvatureon the interface is a positive constant; in the latter case, it is zero. For eitherequilibrium shape, interfaces close to equilibrium relax to the equilibrium statein in�nite time. However, for initial shapes far from equilibrium, the end state isunclear. Will an initial shape that is topologically equivalent to an in�nite thinneck but closely approximating an array of droplets relax to a 
at in�nite neckor will it break up into an array of droplets? If it breaks, how many satellitedrops will form?Note the important distinction between the present problem and the prob-lem of a three-dimensional cylinder of 
uid with surface tension controlling theliquid/air interface. Although the latter is unstable by the classical Rayleighinstability, a 
at neck of liquid in the unforced Hele-Shaw cell is completely sta-ble. However, it is still true that an initially perturbed neck in the Hele-Shawcell has an in�nite number of states, including the 
at neck and various arraysof circular droplets. Whether the system chooses the 
at neck or many dropletsdepends on whether there exist mechanisms that allow topology changes.For breakup of a two-dimensional 
uid droplet in a forced Hele-Shaw cell,several di�erent types of local similarity solutions (with di�erent scaling prop-erties) can occur: an \in�nite-time singularity" [CDG+93]; a �nite-time singu-1



larity in which the pinch point moves with constant velocity [DGKZ93]; and a�nite-time singularity in which the pinch point is stationary [BBDK94, Ber95].Varying the initial and boundary conditions leads to the di�erent singular be-haviors. Moreover, the same array of singularity structures is observed in atwo-dimensional layer forced by density strati�cation in gravity [GPS93].This paper addresses rupture of a thin neck in a Hele-Shaw cell in the absenceof forcing. Based on the general principles of universality outlined above, onewould expect that the local nature of singularities should be no di�erent inthe unforced case than in the forced case. However, our study reveals somequalitative features of the singularities that have not previously been observedin the forced case. Most strikingly, we discover through numerical simulationsthat two of the three similarity solutions can destabilize at an arbitrarily smalltime distance from the singularity for appropriate initial conditions. After theinstability the solution develops a singularity at a later time, by a di�erentsimilarity solution. We also �nd a new similarity solution that has never beenobserved in the forced Hele-Shaw cell. This mechanism appears to be morestable than the other two.Our investigation of the unforced Hele-Shaw cell uses a one parameter fam-ily of initial conditions where the parameter w corresponds to the width ofthe \thread" connecting the larger drops in the initial interface shape. Forsu�ciently large w the \blobby" neck relaxes to a 
at neck without breaking.However, for smaller values of w the neck tries to break up by a complex se-quence of similarity solutions. In this paper, we discuss the scaling and stabilityof each of these solutions through highly resolved numerical simulations; manyfeatures of the simulations are explained through asymptotic analysis.2 Review of Governing EquationsIn a Hele-Shaw cell, a thin layer of viscous 
uid moves between two narrowlyspaced glass plates. Typically, the 
uid does not �ll the entire gap; the remain-ing space is �lled by a 
uid of negligible viscosity such as air. The 
uid andthe interface move under the in
uence of surface tension and a possible externalforcing; viscosity in the 
uid resists motion via the no-slip condition on the platesurfaces. The full system is described by the three-dimensional incompressibleNavier-Stokes equations within the 
uid layer, together with the Laplace pres-sure condition at the 
uid/air interface, coupling the mean curvature of theinterface surface with the pressure drop across the interface.If the plate separation b is much smaller than any transverse dimension,then the well-known Hele-Shaw two-dimensional model system is a very goodapproximation. By Darcy's law, the depth-averaged 
uid velocity v(x; y; t) is thegradient of a nondimensionalized velocity potential �, proportional to negativepressure and de�ned in the two-dimensional 
uid region. By incompressibility,� is harmonic in x and y at each time: �� = 0. The Laplace pressure conditionbecomes ���� = �K, in which K is the two-dimensional curvature of the 
uid/airinterface curve �. This Dirichlet problem is solved at each instant of time, and2



material consistency requires that the interface normal velocity Vn = @�=@n���.For more details, see review articles such as [BKL+86, KKL88].We are interested in changes of topology in the unforced system. For exam-ple, we take a 
uid droplet of �nite size, surrounded by air, and ask whetherfor some initial shapes the droplet can break into two or more droplets. It hasbeen proven [CP93b] that if the initial shape is close to a circle, then the dropletshape relaxes to a circle in in�nite time. Recent numerical work [Alm96] indi-cates that if the initial droplet has the form of a dumbbell with a thin neck, itcan break apart simply as a result of surface tension.In the region of the thin neck, a lubrication approximation reduces the two-dimensionalHele-Shaw system to a one-dimensionalmodel. We denote by h(x; t)the half-width of the neck; then assuming that jhxj � 1, and that h � 1 sothat the pressure p � p(x), yields the \lubrication equation" [CDG+93]ht + (hhxxx)x = 0: (1)This equation also follows from a systematic asymptotic expansion in h [Alm96,GPS93]. We are interested in the rupture of thin necks, when h(x; t)! 0 in (1)at a �nite time. In the lubrication model (2) the fourth-order term is degenerateand plays an interesting role in the formation of singularities. Simple reasoning[CDG+93] shows that such vanishing of h requires that at least the fourth spatialderivative of h must become in�nite; thus we are justi�ed in calling such eventssingularities.For circular droplets, the lubrication equation (1) is not uniformly valid overthe whole liquid region; it breaks down where the ends close o�. In [Alm96], thelubrication model was used in the center of the neck, with boundary conditionstaken from an outer solution. The model can be extended to handle closedends, as in [ED94] for three-dimensional liquid columns. Alternatively, specialphysical boundary conditions can force the entire neck to be thin and 
at, as in[CDG+93, DGKZ93].To avoid these complications, we consider periodic geometry, rather than aclosed �nite drop. That is, in place of a dumbbell [Alm96], we consider an initialcon�guration in which the liquid forms an in�nite sequence of bulges separatedby thin necks. In order for the lubrication approximation to hold throughoutthe breaking of the neck, it must remain thin and 
at for all time. We believe,and the numerical results of [Alm96] provide partial con�rmation, that the localdynamics of the thin neck are the same in this geometry as for a closed droplet.In periodic geometry, the neck of constant thickness is a global attractor for thelubrication approximation [BP95].Besides the intrinsic elegance and simplicity of the Hele-Shaw model, partof its appeal comes from the fact that the mathematical formulation describesseveral di�erent physical problems, including solidi�cation in the one-sided low-undercooling limit [KKL88] and population density in herbivore/plant dynamics[Lew94]. Thus, for example, the singularities studied here describe not only thepinching of a 
uid neck in a Hele-Shaw cell, but also the singularities producedbetween two particles growing together in Ostwald ripening [VMBM88].3



The approximations that permit reduction from the original problem to thetwo-dimensional, and then to the one-dimensional, model systems break down asthe neck becomes very thin and the singularity is formed. Hence it is natural toquestion the relevance of the singularities studied here to the original problem.Based both on our asymptotic solutions near the singularity and numerical com-putations of the full equations [Alm96], the lubrication approximation, that is,the reduction of the two-dimensional Hele-Shaw system to the one-dimensionallubrication model, appears to remain valid as pincho� occurs. However, theconstruction of the Hele-Shaw model itself breaks down when the neck width hbecomes smaller than the plate spacing b due to the e�ect of the second com-ponent of curvature. We do not address this question in this paper, except forthe few remarks in Section 7.The lubrication equation (1) is naturally generalized toht + (hnhxxx)x = 0; (2)in which n = 1 is the thin-neck limit of Hele-Shaw 
ow, and the case n = 3 isobtained from the dynamics of a thin liquid layer on a rigid surface. Varying nvaries the nature of the degeneracy as h ! 0. The dynamics of solutions maythen be explored as a function of n [BBDK94], and it appears that n = 1 is anespecially di�cult borderline case.3 Simple Initial DataThis paper examines the behavior of solutions to Equation (1) with a one pa-rameter family of initial conditionsh(x; 0) = 1� (1�w)� 1:5 cos �x � 0:6 cos 2�x + 0:1 cos 3�x �; (3)w > 0 (Figure 1). This data is periodic in x, and thus the solution h(x; t)remains periodic. Alternatively, we could impose \neutral" boundary conditionshx = hxxx = 0 at the ends of a �nite domain; in the Hele-Shaw system theseconditions correspond to no transport of mass in or out of the domain and tonormal contact angle.We chose the initial data (3) to be completely smooth, with a single mini-mum of height w, at which the �rst four spatial derivatives of h vanish. Theseconditions produce an array of bulges with a very 
at interconnecting regionsof thickness w. The curvature takes a positive maximum value at x = 1 �(1=�) cos�1(1=9) � 0:535.As a consequence of the above conditions, hxxxx > 0 for x near to but greaterthan zero; hence, under the dynamics (1), ht < 0 on the same region. Thus, atleast for short times, the fourth-order dynamics will drive the neck thickness todecrease below its initial value. It is this mechanism that permits singularityformation, and that would be absent in a second-order equation.We believe that the phenomena we observe in this paper for initial data (3)are generic, in the sense that they would be observed for a variety of initial4
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and the number of decades of deceptive self-similarity increases as the value ofw moves closer to the critical value.Thus, as illustrated in Figure 2, when w is just smaller than w�1, the solutioninitially exhibits the behavior characteristic of the \exploding singularity" untilthe minimum thickness hmin reaches a very small value hthresh, at which thebehavior changes to the imploding singularity. This changeover is seen dramat-ically in the fact that the distance between the two minima ceases to increaseand starts to decrease. Similarly, for w just smaller than w�2, the symmetricsingularity behavior is observed for many decades before the minimum bifur-cates into two exploding singularities. For w just larger than w�3, the solutioninitially exhibits the features of the symmetric singularity, before reversing itselfand rising toward the uniform state.The evidence for our arguments is based only on numerical simulation; hencewe cannot exclude the possibility that further surprises occur at even thinnerneck widths. However, a major point of this paper is identi�cation of the di�er-ences between the deceptive self-similar behavior and the ultimate singularitystructure that emerges upon enhanced resolution. In many instances, the onlyobserved di�erence between an apparently stable structure and an unstable oneis that of di�erent behavior in the intermediate matching regions. A remain-ing major challenge is to construct a general explanation of why these di�erentscalings ultimately destabilize.In the following three sections, we discuss each of the �nite-time singularitymechanisms. In Section 4 we present numerical evidence for the \imploding"singularitymechanismand derive a similarity solution that reproduces its scalingproperties. We have never observed instability of this solution and transition toa di�erent behavior.In Section 5, we discuss the \exploding" singularity and generalize the knownsimilarity solution [DGKZ93] to a one-parameter family of solutions with di�er-ent scaling exponents. Three members of this family appear in our calculations:(a) the solution of [DGKZ93], with pinch points moving apart at a constantvelocity; (b) a solution with accelerating pinch points; (c) a solution with decel-erating pinch points. The latter two cases apparently su�er an instability at a�nite (but arbitrarily small, depending on initial data) neck thickness. We pro-vide a partial explanation of the instability of the new members of this family,based on a mismatch in velocities between the intermediate regions on the twosides.In Section 6 we discuss the symmetric singularity mechanism. Here we dis-tinguish between two types of solution, only one of which appears to be stable,and we provide a partial explanation of the destabilization and transition to theexploding singularity.4 Imploding SingularityIn this section we discuss numerical observations and a scaling analysis for theimploding singularity. 7
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Figure 3: Imploding singularity at w = 0:01. The solid, dotted, dashed andlong dashed curves correspond to times t = 0; 3:3; 3:4; 3:9� 10�3 respectively.4.1 Numerical Observation and Scaling RelationshipsWhen the initial minimum thickness w is very small, the solution approaches asingularity in which two pinch points propagate toward each other, merging atthe singular time. This is a new type of singularity; it has not been seen in theforced geometry and is reported here for the �rst time. Figure 3 illustrates thisbehavior for w = 0:01.The initial condition, with a single local minimum, bifurcates into two min-ima, which then propagate toward the origin, merging at the singular time.Several nontrivial scaling laws are associated with this singular behavior. Fig-ure 4 shows the height at the pinch points, hmin(t), as a function of their position�xmin(t). As the thickness approaches zero, hmin(t)! 0, the pinch points prop-agate toward the origin, �xmin(t)! 0. The data is consistent with the scalinglaw hmin � x6min:Another relevant quantity is h(0) = h(0; t), the thickness of the interface atthe center x = 0. As the pinch points propagate toward the origin, mass 
owsaway from the neighborhood of the origin, so that h(0) decreases. Figure 4 alsoshows h(0) as a function of the pinch location xmin(t). The data is consistentwith the scaling law h(0) � x3min:8
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4.2.1 Central RegionIn the central region, we look for an exact similarity solution of the formh(x; t) = � (t)S� x� (t)q� ; (5)in which the time dependence � (t), the pro�le function S(�), and the exponentq are to be determined; here � = x=� q denotes the similarity variable. Substi-tuting (5) into (1), and then separating the t and � dependences, gives the twoequations _� = ��2�4q (6)and S � q�S0 = (SS000)0: (7)Equation (6) implies that � (t) / (tc � t)1=(4q�1)whenever q > 1=4. This is an example of an exact similarity solution to theequation. Although it describes well the structure in the center of the implodingsingularity pro�le, such an exact solution has not been observed in the pinchregion of a singularity of the lubrication equation (2) for any n. It is not knownwhether such a solution exists for any q.Solutions to (7) that describe the central region are known to exist and arecompactly supported in �. These solutions satisfy the symmetry conditionsS(0) = 1; S0(0) = S000(0) = 0:If we consider all such solutions to (7) with S00(0) = c, when c is large, thesolution is compactly supported on (��0; �0) with S(�) � �0�� near S(�0) = 0.These solutions are undesirable because they cannot be matched to the otherregions. However, there is a unique critical value c = c0(q) such that the solutiontouches down like S(�) � (�0 � �)3=2 It is easy to construct such a solutionnumerically for any q by using a shooting method. Notice that, since SS000 hasa �nite positive limit at �0, a nonzero 
ux of 
uid leaves the central region.4.2.2 Pinch RegionIn the pinch region around �xmin, our numerical evidence indicates that thecurrent J(t) is constant, so that we can writehhxxx = J(t):This is consistent with the numerical and asymptotic studies of the in�nite-time[CDG+93] and the �nite-time [DGKZ93] singularities in the forced geometry. As11



described in detail in those references, this suggests that the pinch region maybe described by a scaling solution that to leading order, satis�es the constant
ux equation (that is, the time derivative ht is lower order than the 
ux term(hhxxx)x in the PDE. We look for solutions with the self-similar form h(x; t) =�(t)H(x=�p). With the special choice �(t) = J(t)1=(2�3p), we have the time-independent equation for the similarity spatial pro�le HHH 000 = 1: (8)Equation (8) has special solutions with [CDG+93]H(�) � 8<:12�2; � !1;q83 (A� �)3=2; � !�1;where A is an arbitrary constant. The time dependence �(t), or equivalentlythe current J(t), are determined by matching this solution to the central andouter solutions.4.2.3 Outer RegionIn the outer region, the solution is of the form h(x; t) = K(x � a(t)), wherea = xmin is the location of the minimum. Plugging into equation (1) gives_aK = KK 000 +C(t):The relevant solution has the pinch region moving at constant velocity _a = U ,and also C = 0 independent of time. The solution isK(y) = 16Uy3 + Ay2 +By;where A and B are arbitrary constants.4.2.4 Matching ConditionsTo complete the solutions it is necessary to match the three regions together.There are matching conditions connecting the pinch region to both the outerregion and the central region. For the pinch solution to match onto the outersolution, we require lim�!1�(t)H(�) = limy!0K(y):This matching condition requires that both the time dependences and the spatialdependences balance. This balance is achieved by takingH(�) � A�2 as � !1and p = 1=2, for the pinch solution, and taking B = 0 for the outer solution.Also, the pinch solution must move at the velocity dictated by the outer solution.Matching the pinch solution onto the central solution requires thatlim�!�1�(t)H(�) = limS!0 � S� x� q � :12



This condition can be satis�ed by taking H(�) � j�j3=2 as � ! �1. Also,for the time dependences to match, the 
ux of 
uid leaving the central regionmust enter the pinch region. The 
ux leaving the central region is of order�2�3q � (tc � t)(2�3q)=(4q�1):The 
ux entering the pinch region is of order �1=2. Thus we have the scalinglaw � � �4�6q � (tc � t)(4�6q)=(4q�1):Finally, note that the minimum point moves toward the origin x = 0 withvelocity (tc � t)(3q�1)=(4q�1). Demanding that the outer edge of the centralregion moves with the same constant velocity as the inner edge of the outerregion �xes q = 1=3.Putting these conditions together give the scaling lawshmin(t) � x6minh(0) � x3minhmin � �2xmin � tc � t:These scaling laws agree quite well with the evidence from the numerics.5 Exploding SingularityFor larger values of w, solutions approach a singularity in which there are twominimumpoints that move away from each other as the singularity approaches.An example of an exploding singularity is shown in Figure 6 for the initialcondition w = 0:07.At early times the minimum thickness is at x = 0. This single minimumthen bifurcates into two minima,which propagate away from each other, formingsimultaneous singularities at �x. Several di�erent scaling laws are associatedwith this singularity. Figure 7 shows the characteristic length scale �, de�nedas the distance over which the thickness of the interface doubles, as a functionof the minimum thickness hmin.This type of singularity was �rst discussed by [DGKZ93], in the context of athin neck squeezed by external pressure. It is also readily observed when 
uidis drained from the neck at a constant rate [BBDK94] or when the thin neck isforced by Rayleigh-Taylor instability [GPS93, GPS95]. For details the reader isreferred to the above references.A theory for this type of singularity was �rst proposed by [DGKZ93]. Be-low we summarize the major features of the solution; our derivation is slightlysimpler and correspondingly less rigorous than that of [DGKZ93]. Our purposeis to expose the main features of the theoretical solution in order to extend thesolution to treat new phenomena in the next section.13
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Three separate scaling regions are present, the pinch region (local minimum),the intermediate region, and the outer region. In the pinch region the solutionobeys hhxxx = J(t);so that very close to the singularity the current does not depend on space.Taking h(x; t) = �2H�x� a� �gives HH000 = 1 (9)and � = J . Here a(t) is the position of the pinch point.As in the case of the previous example of the \imploding" singularity, thesolution in the pinch region does not determine the time dependence of �. Thistime dependence results from a match to an intermediate region. The solutionH(�) to (9) hasH(�) � �2 as � !1 [BKO93], or equivalently h(x; t) � (x�a)2.Since this behavior is independent of �, it cannot determine the time dependenceof �. Thus we must analyze lower-order terms. A little algebra shows thath(x; t) = A(x� a)2 + �(x � a) log x� a� + : : : : (10)The second-largest term in the expansion must be matched to an intermediateregion.The intermediate region has the leading order asymptotic behavior (x� a)2of the pinch region; that is, in the intermediate region, h has the formh(x; t) = A(x� a)2 + g(x; t): (11)For the singularity to occur in �nite time, g must vanish in �nite time.We �nd the time dependence of g by looking for a similarity solutiong(x; t) = `r G�x� a` � ; (12)where `(t) is an intermediate length scale, and the similarity variable is � =(x� a)=`. Plugging (11) and (12) into the original equation (1) gives_̀̀ r�1(rG� �G0) � `r�1 _aG0 � 2A _a`�+ A`r�2(�2G000)0 + `2r�4(GG000)0 = 0: (13)We determine the asymptotic behavior of both G(�) and `(t) by �rst identifyingleading terms in (13), and then separating t and � dependence.15



The balance chosen by [DGKZ93] takes r = 3, and_a = constant and `(t) � (tc � t)1=2: (14)Then the leading-order terms of (13) for ` � 1, that is, for t ! tc, give theordinary di�erential equation for G(�)�12 (3G� �G0) +A(�2G000)0 � 2A� = 0: (15)Solutions to (15) have G(�) � � for small �.Asymptotic matching requires that the small-� behavior of the intermediatesolution agree with the large-� behavior of the pinch solution (10). That is, wemust have `2(x� a) � �(x� a) log �̀or � � `2log �̀ � (tc � t)log(tc � t) :Thus, the decay of the intermediate region to a parabola determines the timedependent scales in the pinch region. Note that an implicit assumption of thesescaling laws is that the intermediate regions on both sides of each minima havethe same time dependences. This is tested and shown to be true in Figure 8.However, we will see in the next section that this assumption sometimes breaksdown, causing instabilities in the similarity solution.For the simulation shown above, we can indeed see the nontrivial scaling ofthe intermediate region. Figure 8 shows the length scale ` of the intermediateregion as a function of the minimum thickness hmin. Notice that before theasymptotic behavior hmin � `4 sets in, there is a transient behavior in whichonly the inner side (smaller jxj) of the pinch regions satis�es the scaling lawhmin � `3. At the thickness hmin � 10�10 there is a crossover in which (a) boththe outer (larger jxj) intermediate regions and the inner intermediate regionsobey the same scaling law, and (b) the scaling law agrees with that proposedin [DGKZ93]. The behavior occurring before the crossover is interesting and isdiscussed in the next section. Note that Figure 7 showing the dependence ofhmin on � shows no evidence of this crossover.Instability of the Exploding SingularityDi�erent initial conditions from those of the preceding section lead to an explod-ing singularity that destabilizes, even after arbitrarily many decades of scaling(the precise number depending on initial conditions). To illustrate this insta-bility (which was never observed in simulations of the forced Hele-Shaw cell, orin Figure 8), we condition the initial condition with w = 0:0662. At early timesthe solution mimics the behavior shown in the previous example: the solution16



10
−6

10
−5

10
−4

10
−3

10
−2

10
−110

−20

10
−15

10
−10

10
−5

10
0

h m
in

Figure 8: Intermediate length scale ` as a function of minimum thickness hmin,for the stable exploding singularity of Figure 6: solid line, measured on the outerside of the pinch points (larger x); dotted line, measured on the inner side ofthe pinch points (smaller x). The dashed line shows the theoretical predictionhmin � `4.falls slightly in the center with two minima that propagate outward, attemptingto break at the points xmin � �0:016.The solution in the pinch region follows the exploding behavior for manydecades: Figure 10 show the scaling laws for the characteristic length scale inthe pinch region, de�ned as the length scale over which the thickness doubles.There is a large range of scales where the scaling behavior coincides with thatof the exploding singularity.However, the data in the intermediate region tells a di�erent story. Figure 11shows hmin(t) versus ` for the present case. The solid line corresponds to themeasurement of ` on the inside of the pinch points. The dotted line correspondsto a measurement of ` on the outside of the pinch points. The upper long-dashed straight line corresponds to the law hmin � `3; the lower dashed straightline corresponds to the scaling law hmin � `6. This plot has several importantfeatures: At hmin � 10�6, the outside intermediate scale begins to follow thesame hmin � `3 law noted above for early times. However, in this regime,the inside intermediate scale does not satisfy any noticeable scaling law. Ata length scale of approximately 10�10, there is a transition in both the innerand outer intermediate regions. Beyond this transition, the outer intermediateregion seems to obey the scaling law hmin � `6; however, the inner intermediateregion displays a sharper dependence, consistent with hmin � `7.This behavior in the intermediate region has an important consequence, as17
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Figure 9: Approach to exploding similarity solution for w = 0:0662 at earlytimes. The solid, dotted, dashed, and dot-dashed lines correspond to timest = 2:3; 2.42, 2.427, 2:43�10�2, respectively,i seemingly leading to a �nite timesingularity at x = �0:016.
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19



−0.1 0.0 0.1
x

−15.0

−5.0

lo
g(

h)

Figure 12: Transition behavior for w = 0:0662, for times following those ofFigure 9: solid line, t = 0:00243; dashed line, t = 0:0032. The nature of thesolution has changed dramatically, even at this extremely short time before the(failed) singularity.now shown: continuing the simulation beyond the last time shown in the previ-ous �gures (when hmin � 10�13), the behavior changes dramatically. Figure 12shows the minimum thickness immediately after Figure 9.The temporal behavior of the solution is demonstrated by plotting the loga-rithm of hmin versus the logarithm of jxminj, the distance from the origin of thelocation of the minima (Figure 13). Beyond the critical thickness hmin � 10�13the minima turn around and propagate toward the origin. After turning around,the solution approaches the new singularity mechanism, the imploding singular-ity, discussed in the preceding section.A potential source of the deviation in intermediate region from the scalingsolution discussed in the preceding section lies in the velocity _a of the pinchpoints. Figure 14 shows this velocity as a function of the minimum thickness,hmin.At early times (corresponding to when hmin � `3) in Figure 11) the minimaare accelerating; at later times (corresponding to when hmin � `6 the minimaare decelerating. As shown in Figure 14, the scaling laws for the velocities inthe accelerating regime are given by hmin � _a�6.Let us now reexamine equation (13) governing the dynamics in the interme-diate region. Solutions to (13) di�erent from (14) result by assuming that a is20
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Figure 13: The minimum thickness hmin as a function of the minima locations�xmin, for the unstable exploding \singularity" of Figures 9 and 12. At hmin �10�13 the solution transitions to the imploding singularity.
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Figure 14: Minimum thickness hmin as a function of the velocity _a of the pinchpoint, for the unstable exploding \singularity" of Figures 9 and 12. Note thepresence of an accelerating and a decelerating regime. The dotted line representsthe scaling law hmin � _a�6. 21



not constant. These solutions obey the scaling laws_a � `r�3` � (tc � t)1=2� � `r�1log �̀ :The only a priori requirement for the scaling exponent r is that the lengthscale ` in the intermediate region be much smaller than the length scale � gov-erning the pinch region; this implies r > 2. The solution r = 5=2 has thescaling laws _a � `�1=2, hmin � _a�6, and hmin � `3; this is consistent with themeasured scaling laws for the accelerating intermediate region discussed in boththis section and the preceding section. In the decelerating regime, Figure 11shows that the outer intermediate length scale obeys the approximate scalinglaw hmin � `6, suggesting r = 4 and hmin � _a. However, as observed above,Figure 14 shows a sharper decrease than this in the decelerating region, andmight not even obey a strict power law.This discrepancy suggests a possible mechanism for instability of the \ex-ploding" similarity solution solution: the inner intermediate regions obeys adi�erent scaling law than do the outer ones (see Figure 11). Denoting `i theouter intermediate length scale and `o the inner intermediate length scale, wehave ` 7i � hmin � ` 6oin the decelerating region. In the accelerating region, hmin � ` 3o , and `i de-creases much more slowly with decreasing hmin.Recall that the intermediate region dictates the time dependence of thesingularity, as well as the velocity of the pinch point. The fact that there aredi�erent time dependences on the two sides of the pinch point means that thesingularity is \frustrated:" should it move according to the directions of its lefthand or its right?A heuristic way of estimating when the instability will set in is as follows:We focus on the instability that occurs when the singularity is decelerating; asimilar argument applies to the accelerating phase. The velocity of the pinchpoint dictated by the dynamics in the outer intermediate region is _ao � ` 3o ; thevelocity of the pinch point dictated by the dynamics in the inner intermediateregion is _ai � ` 4i . When ao > ai, the dynamics of the outer 
ow pulls theminima outward. However, eventually there is a transition in which the inner
ow has a stronger in
uence on the pinch points. At this point, the inner 
owbecomes more important, and the singularity becomes unstable. This heuristicargument suggests the instability criterion_ai � _aoor `i � ` 3=4o :22



At the time of the instability shown above, `o � 4:66 � 10�5 so the criterionpredicts that the transition should occur when `i � 5:6 � 10�4. This agreesquite well with the actual value of `i at the transition, `i � 1:38 � 10�4. Asimilar argument applied to the instability of the accelerating singularity givesthe same level of predictability.In summary, we construct a one-parameter family of additional solutionsgoverning the intermediate region; at special parameter values the solutions areobserved in numerical simulations. The selection mechanism of these specialparameters is not understood; moreover, it is apparent that the observed so-lutions have both have stable and unstable directions, as evidenced by initialconvergence to the solutions followed by an instability. However, the constantvelocity intermediate region appears to be robust, since we have never observeda transition away from the constant velocity solution. The stability and instabil-ity of these intermediate regions can be heuristically explained as a competitionbetween the 
uid in the inner and outer intermediate regions.Before proceeding to the next section, we address how the instability thresh-old depends on the parameter w in the initial conditions. As the parameter w isincreased toward wc � 0:0664, the intermediate region converges to the constantvelocity solution and a stable exploding singularity. For w below this threshold,there is always an instability. The minimum thickness at which the explod-ing similarity su�ers the instability depends on the initial condition. Figure 15shows how the turnaround thickness htrans depends on w.Near the critical value of wcrit � 0:0664, the critical thickness htrans seemsto approach zero. Near zero htrans exhibits a power law as shown in Figure 16.A �t to the power law gives the scalinghtrans � (wc � w)p;with p � 3:5. An explanation of this power law behavior is currently lacking.6 Symmetric SingularityThe third type of singular behavior resulting from the simple initial data (3)is the symmetric singularity. This type of scaling behavior results from initialdata with w slightly larger than that producing the exploding singularity; anexample of this solution for w = 0:085 is shown in Figure 17. The interfacebreaks at the origin after the �nite time t = 0:002547266.This singularity mechanism was �rst discovered by [BBDK94]. For equation(2) with n < 1, they constructed a similarity solution that well describes solu-tions from numerical simulations. However, their analysis breaks down for thecase of present interest where n = 1; moreover, it was pointed out in [Ber95]that there is a second relevant length scale governing the singularity, neglectedin the analysis of [BBDK94].The present results clarify the situation considerably, although we still lacka complete theory for this type of singularity. We show below that there areboth stable and unstable symmetric singularities. The pinch region for both of23
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Figure 15: The thickness of the interface when the exploding singularity goesunstable as a function of the parameter w characterizing the initial conditions.
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Figure 16: The thickness of the interface when the exploding singularity goesunstable as a function from the critical parameter wc = 0:0664.24
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Figure 17: Symmetric singularity formation for w = 0:085. The neck of 
uidbreaks in the center, symmetrically about the pinch point.these solutions has a spatial dependence similar to that proposed by [BBDK94]for equation (2) with n < 1, although the time dependence is more complicated.The stable symmetric singularity is demonstrated to have an intermediate lengthscale, with a nontrivial scaling law. The unstable symmetric singularity, on theother hand, appears to be governed by a single length scale throughout. Weshow that these behaviors in the intermediate region lead to destabilization ofthe pinch region scaling followed by breakup of this singularity structure.6.1 The Pinch RegionThe solution in the pinch region is of the formh(x; t) = �(�) �1 + 12�2� + 
(�)G(�) + : : : : (16)Here �(t) is a characteristic length scale, which goes to zero as the singularityoccurs, and �(�) denotes the local minimum of the solution. The variable � =x=� is the similarity space variable. The expansion in (16) is in powers of �; wehave neglected terms of order 
�, which are smaller than the ones written forthe range of interest � . O(1). 25



Plugging (16) into (1) gives� _� ��0 + ��0 � 2�� � 12�2 + 
0G� 
� �G� + : : :� == 
�4 h���1 + 12�2�+ 
G+ : : :��G��� + : : :�i� (17)(� _� > 0 since � is decreasing). We now compute the function G(�), which givesthe leading order correction to the parabolic shape, for small �. To do this, wemust identify the dominant terms on each side of (17).For Eq. (2) with n < 1 [BBDK94], such symmetric singularities occur with� � �2, for which �0�2�=� = 0. For n = 1, logarithmic-type corrections appear:our numerics suggest that � � �2P (log �), where P has at most polynomialgrowth at in�nity. Then �0 � 2�=� = � P 0(log �), which is smaller than �0 by afactor of log �. We therefore argue that the dominant term is the leading one,� _��0, and we look for a consistent balance under this assumption.On the right-hand side, the leading term is the �rst one, 
��4 ��1+ 12�2�G���.Balancing the dominant terms, and separating variables for the two dependenceson � and �, we determine bothG��� = �1 + 12�2 ; and 
 = ��4 _� �0� :Figure 18 shows excellent agreement of the numerics with this similarity solu-tion. The rescaled data has hmin ranging from 10�5 to 10�35. The rescalinguses the maximum of hxxx as a rescaling parameter.Although we have found the correct functional form for the spatial depen-dence in the pinch region, we have not determined the time dependence of thesolution. As in the exploding singularity above it is natural to imagine thatthe time dependence might occur as a matching condition to an intermediateregion.6.2 Intermediate RegionIndeed, the symmetric singularity for w = 0:85 also has structure on an in-termediate length scale `, which is much larger than �. The existence of thisintermediate scale was �rst pointed out in [Ber95] for the forced Hele-Shaw cellas the length scale over which @th varies.Figure 19 shows the minimumthickness as a function of both this intermedi-ate length scale and the pinch region length scale (de�ned as above as the lengthscale over which h varies), for the initial condition w = 0:085 shown above.The data suggests the scaling lawshmin � �2 � `2:5:There is a clear di�erence in size between the intermediate scale and the pinchscale, with the intermediate scale always much larger than the pinch scale. Mea-suring the intermediate scale as a function of time gives a power law consistentwith ` � (tc � t)0:5. 26
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Figure 18: Rescaled third derivative for approximately 15 decades in the char-acteristic width �.
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Figure 20: The characteristic length scale in the intermediate region as a func-tion of the time to the singularity, tc� t. The dotted line shows the scaling law` � (tc � t)0:5.6.3 Destabilization of the SolutionThus far we have presented numerical evidence for the existence of a locallysymmetric singularity. The simulation described above shows over ten decadesof scaling in the characteristic width of the solution. However, for slightly lowervalues of the parameter w, the symmetric singularity becomes unstable. As inthe case of the \exploding" singularity instability described in the precedingsection, this instability can set in at an arbitrarily small thickness, dependingon the initial data. We illustrate the instability using initial data with w = 0:08(see Figure 21).At early times (the uppermost curve) the solution falls by ten orders ofmagnitude, and seems to approach the symmetric singularity. However, thesolution eventually bifurcates into an exploding singularity, with two minima.Evidence of the impending breakdown of the symmetric scaling structurecan be found well before it occurs in both the intermediate region and the pinchregion. Plotting the minimum thickness as a function of the intermediate lengthscale and the pinch scale tells a dramatically di�erent story from the stablesymmetric singularity discussed above. Figure 22 shows that the intermediatescale and the pinch scale have essentially identical scaling laws (up to possiblelogarithmic corrections). In fact, the intermediate scale seems to have a slightlysteeper slope. The instability occurs exactly when the characteristic scale ofthe pinch region is equal to the characteristic scale of the intermediate region,28
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 = _��0�4� :In order for this term to be lower order than the �rst term, of size �, the ratioR = 
=� must be small compared with 1. Figure 23 shows R versus hmin forthe stable symmetric singularity.On the other hand, in the case where the singularity destabilized, R initiallydecreases but then starts to increase very slowly (Figure 24). A rapid rise in Rthen precedes the destabilization right before bifurcation of the minimumoccurs(Figure 25).The fact that the unstable symmetric singularity and the stable symmet-ric singularity have di�erent time dependences of R and di�erent intermediateregions in the two cases indicates that we are observing two di�erent singularsolutions of the PDE. Thus far we have not been able to construct an entirelyconvincing similarity solution that recovers the scaling properties of either ofthe two cases. 30



10
-10

10
-8

10
-6

10
-4

10
-2

hmin

0

0.2

0.4

0.6

0.8

1

R
=

(d
h m

in
/d

t)
*(

p(
t)

)-2

Figure 24: Plot of R as a function of hmin for the unstable symmetric singularityat w = 0:08. In this case the ratio grows very slowly as hmin ! 0, again with alogarithmic time dependence.
10

-18
10

-16
10

-14
10

-12
10

-10

hmin

0

1

2

3

4

5

R
=

(d
h m

in
/d

t)
*(

p(
t)

)-2

Figure 25: Plot of R as a function of hmin for the unstable symmetric singularityat w = 0:08. The �gure shows a closeup of the sharp increase right beforebifurcation occurs. 31



7 ConclusionsThis paper describes a set of complex phenomena associated with scaling andsingularity formation in a thin neck in the unforced Hele-Shaw cell. We showseveral types of possible behavior associated with singularity formation, twoof which appear in previous work on the forced Hele-Shaw cell. We supportthe evidence presented in the numerical simulations by constructing self-similarlocal solutions to the governing equations that agree with the numerics; takentogether these results provide convincing evidence that there are several di�erentmechanisms for the formation of �nite time singularities.We emphasize that the observation of multiple similarity solutions depend-ing on the details of the initial conditions and boundary conditions is quitedi�erent from other physical situations. All of the similarity solutions in theHele-Shaw problem have scaling exponents unrelated to dimensional analysis;this is in stark contrast to three-dimensional droplet breakup, where there isa single similarity solution with dimensional exponents. The existence of somany di�erent similarity solutions is interesting because it means that argu-ments about universality of the singularity become vacuous: slight changes ininitial conditions and boundary conditions can in
uence the singular behavior,even though the singularity happens on a time scale arbitrarily faster than theboundary forcing.A particularly intriguing result of the present work is the observation thatsimilarity solutions can apparently destabilize at arbitrarily small thickness,with the thickness at which instability occurs depending on the initial condi-tion. Before the instability sets in, arbitrarily many decades of scaling can occur.It is important to note that less well resolved numerics would miss the instabili-ties and therefore provide an inaccurate description of the singularity behavior.Instabilities have been previously observed in similarity solutions characterizingthree dimensional axisymmetric droplet breakup [BSN94, SBN94]; however inthat case the instabilities are manifestations of the Rayleigh instability, whichis absent in the our two dimensional system. The instabilities observed here aremore subtle, and a complete understanding would require stability analysis ofthe di�erent matching regions.The existence of unstable similarity solutions highlights our current lackof understanding of the selection of scaling solutions near singularities. Whatcauses the selection of a particular singular behavior? Does the selection dependon boundary conditions? Although stability analysis of a single similarity solu-tion with a well de�ned asymptotic behavior is straightforward (see for example[BSN94]), it is unknown how to perform stability analysis when there are sev-eral matching regions with di�erent time dependences. Even more important,the time dependences are always determined by assuming a certain asymptoticbehavior away from the singularity; we do not know what determines the par-ticular asymptotic behavior selected. Without understanding these issues, wecannot rule out that any of the singular behaviors described to date in the Hele-Shaw cell (or for that matter in any system where singularities form) may beinherently unstable. For example, we do not observe instabilities of the con-32



stant velocity exploding singularity; however, this apparent stability could be aremnant of our �nite numerical resolution.Many computational studies address scaling properties of singularities. Inmore complex equations such as 3D Euler, one can only resolve a few decadesof scaling with current computational technology [Ker93]. It may be that suchdestabilizations also occur in systems like this yet the numerical tools are notre�ned enough to observe them. Our study shows that numerical calculationsof �nite time singularities, even when many decades of scaling are present, maynot show the true end state of the system. We emphasize that this is eventrue when the calculations are resolved well below all important physical lengthscales, as instabilities can occur on scales determined by intermediate matchingregions, which can be arbitrarily small.Another fundamental question reiterated by this study is why are the sin-gularities of the lubrication approximation (1) not described by exact similar-ity solutions, predicted by dimensional analysis? In three dimensional dropletbreakup, such dimensional similarity solutions are relevant [Egg93, SBN94] forunderstanding rupture. However, although we have uncovered at least six dif-ferent similarity solutions observed (either transiently or asymptotically) in thesimulations, none of them are exact similarity solutions.Finally, we end with a plea to experimentalists: Other than the initial exper-iments that prompted studies of droplet breakup in a Hele-Shaw cell [GMS], nosystematic experimental investigations have been carried out. The main reasonthat such experiments are di�cult because of the need to resolve a large range ofscales to test the detailed predictions and scaling laws. In a typical Hele-Shawexperiment, the plate spacing b is around 1mm, which in the best of circum-stances could give only a decade of scaling, hardly su�cient to test theoreticalpredictions. However, the present results suggest that there are qualitative pre-dictions that would be both worthwhile and possible to test experimentally: wesuggest that it should be experimentally feasible to tune between the di�erentsimilarity solutions. Since the di�erent singular behaviors have di�erent qualita-tive features (e.g. �nite time versus in�nite time, stationary pinch point versusmoving pinch point, symmetric versus asymmetric, imploding versus exploding).Their qualitative features will be easily distinguishable, even by the number ofsatellite drops that are left by this most interesting topological transition.AcknowledgmentsWe thank Leo Kadano�, Todd Dupont, and Peter Constantin for discussionsand encouragement. This research was partially supported by the MRSEC Pro-gram of the National Science Foundation under Award Number DMR-9400379.In addition, R.A. is partially supported by an Alfred P. Sloan Foundation Re-search Fellowship, and A.B. is supported by O�ce of Naval Research grantN00014-95-1-0752 and the Mathematical, Information, and Computational Sci-ences Division subprogram of the O�ce of Computational and Technology Re-search, U.S. Department of Energy, under Contract W-31-109-Eng-38. M.B.33
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