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1 IntroductionIn this article, we are concerned with the dynamical properties of solutions ofthe time-dependentGinzburg-Landau (TDGL) equations of superconductivity.While the emphasis is on the formal mathematical aspects of the equations,we make every e�ort to comply with the physical nature of the problem. Wemake no simpli�cations for the convenience of mathematics, and our rigoroustreatment is motivated by known facts from physics. We show that the TDGLequations de�ne a dynamical process when the applied magnetic �eld varieswith time and a dynamical system when the applied magnetic �eld is station-ary. We work consistently in the \� = �!(r � A)" gauge introduced in [1]and [2] and deduce by logical arguments the rami�cations for the zero-electricpotential gauge (� = 0). The \� = �!(r�A)" gauge enables us to rigorouslyestablish the large-time asymptotic behavior and make the connection withsolutions of the time-independent GL equations of superconductivity.1.1 Ginzburg-Landau Model of SuperconductivityIn the Ginzburg-Landau theory of phase transitions [3], the state of a super-conducting material near the critical temperature is described by a complex-valued order parameter  , a real vector-valued vector potential A, and, whenthe system changes with time, a real-valued scalar potential �. The latter isa diagnostic variable;  and A are prognostic variables, whose evolution isgoverned by a system of coupled di�erential equations,�  @@t + i��! = �� i�r+A�2  + �1 � j j2� ; (1.1)@A@t +r� = �r�r�A+ J s +r�H: (1.2)The supercurrent density J s is a nonlinear function of  and A,J s � J s( ;A) = 12i� ( �r �  r �)� j j2A = � Re � �� i�r+A� � :(1.3)The system of Eqs. (1.1){(1.3) must be satis�ed everywhere in 
, the regionoccupied by the superconducting material, and at all times t > 0. The bound-ary conditions associated with the di�erential equations aren � � i�r+A� + i� = 0 and n� (r�A�H) = 0 on @
; (1.4)2



where @
 is the boundary of 
 and n the local outer unit normal to @
. Theymust be satis�ed at all times t > 0. Henceforth, the term \TDGL equations"refers to the system of Eqs. (1.1){(1.4).We assume that 
 is a bounded domain in Rn with a boundary @
 ofclass C1;1. That is, 
 is an open and connected set whose boundary @
 isa compact (n� 1)-manifold described by Lipschitz-continuously di�erentiablecharts. We consider two- and three-dimensional problems (n = 2 and n = 3,respectively). The vector potential A takes its values in Rn. The vector Hrepresents the (externally) applied magnetic �eld, which is a given function ofspace and time; like A, it takes its values in Rn. The function  is de�nedand Lipschitz continuous on @
, and (x) � 0 for x 2 @
. The parametersin the TDGL equations are �, a (dimensionless) friction coe�cient, and �,the (dimensionless) Ginzburg-Landau parameter. The former measures thetemporal rate of change, the latter the spatial rate of change of the orderparameter relative to the vector potential. As usual, r � grad, r� � curl,r� � div, and r2 = r � r � �; i is the imaginary unit, and a superscript �denotes complex conjugation. Sometimes, we use the symbol @t to denote thepartial derivative @=@t.The order parameter can be thought of as the wave function of thecenter-of-mass motion of the \superelectrons" (Cooper pairs), whose densityis ns = j j2 and whose ux is J s. The vector potential A determines theelectromagnetic �eld; E = �@tA�r� is the electric �eld and B = r�A themagnetic induction. Equation (1.2) is essentially Amp�ere's law, r�B = J ,where J , the total current, is the sum of a \normal" current Jn = E, thesupercurrent J s, and the transport current J t = r�H. The normal currentobeys Ohm's law Jn = �nE; the \normal conductivity" coe�cient �n is equalto one in the adopted system of units. The di�erenceM = B �H is knownas the magnetization. The trivial solution ( = 0, B =H, E = 0) representsthe normal state, where all superconducting properties have been lost.The TDGL equations generalize the original GL equations to the time-dependent case. The GL equations themselves embody in a most simple waythe macroscopic quantum-mechanical nature of the superconducting state.The generalization, �rst proposed by Schmid [4], was analyzed by Gor'kovand Eliashberg [5] in the context of the microscopic Bardeen-Cooper-Schrief-fer (BCS) theory of superconductivity. Although the validity of the TDGLequations seems to be limited to a narrow range of temperatures near the crit-ical temperature, Tc, the equations have been used extensively and success-fully in large-scale numerical simulations to study vortex dynamics in type-IIsuperconductors; see [6, 7, 8, 9]. We refer the reader to the physics litera-ture [10, 11, 12] for further details. 3



1.2 Previous Work and Outline of Present WorkThe TDGL equations have been the object of several recent mathematicalstudies. Elliott and Tang [13] proved the existence and uniqueness ofsolutions in two-dimensional domains under some complicated mathematicalboundary conditions, using a time-discretization procedure. Subsequently,Tang applied the same methods to the TDGL equations with �xed totalmagnetic ux [14]. Du [15], using a �nite-element approach, established theexistence and uniqueness of weak solutions in two- and three-dimensional do-mains, under the assumption that the order parameter is initially boundedin L1(
). The same results were obtained independently by Chen, Hoff-mann, and Liang [16], who used the Leray-Schauder �xed-point theorem. Duadopted the zero-electric potential gauge (� = 0), Chen, Ho�mann, and Liangthe \� = �r �A" gauge for their analysis.In [17], Liang and Tang considered the dynamics of the TDGL equationsin bounded domains in R3, assuming the \r � A = 0" London gauge at alltimes. They claimed to prove the existence of a dynamical system. But sincethey failed to verify the continuous dependence of the solution operator onthe initial data, it is not evident that the solution operator actually de�nesa dynamical system. Moreover, the limiting relation displayed in the proofof [17, Theorem 6.1] does not follow from [18, Theorem 4.3.4], as claimed.Recently, Tang and Wang [19] exploited the formal similarity betweenthe TDGL equations in the London gauge and the Navier-Stokes equationsfor incompressible uids. They applied the methods developed for the Navier-Stokes equations to prove the existence of strong solutions in two and threedimensions, weak solutions in two dimensions, and a global attractor for theTDGL equations.One might think that, with Ref. [19], the issues of existence, uniqueness,and large-time asymptotic behavior for the TDGL equations had been set-tled. However, not only are there lacunae in the proofs, but we claim that themethods developed for the Navier-Stokes equations are most unnatural for theTDGL equations. By imposing the London gauge and forcing the TDGL equa-tions into the framework of the Navier-Stokes equations, one turns a standardsemilinear parabolic equation into something much more complicated. Al-though it is true, as our work will show, that the London gauge is the appro-priate gauge for the time-independent GL equations, the \� = �r�A" gaugeis a natural gauge for the TDGL equations. As �rst noted by Tak�a�c [2],the TDGL equations generate a dynamical system in this gauge, and everystationary solution satis�es the London gauge.4



In this article, we use a generalization of the \� = �r �A" gauge, whichwas introduced by Fleckinger{Pell�e and Kaper in [1]. The \� = �!(r�A)" gauge, where ! is any nonnegative number, generalizes the standard \� =�r �A" gauge and reduces to the zero-electric potential gauge (� = 0) in thelimit ! = 0. The zero-electric potential gauge, which is the preferred choicefor numerical calculations, yields a form of the TDGL equations that doesnot �t the framework of the Navier-Stokes equations and is not covered bythe analysis of Ref. [19]. Applying the methods developed by Tak�a�c in [2],we establish rigorously the existence of a dynamical process for the TDGLequations in the case where the applied magnetic �eld is time dependent andthe existence of a dynamical system in the case where it is time independent.In the latter case, we prove that every solution of the TDGL equations isattracted to a set of stationary solutions, which are divergence free if ! > 0.This result indicates how the stationary solutions of the TDGL equations canbe connected to the solutions of the time-independent GL equations. The case! = 0 is degenerate and needs to be treated separately; in this case, we cannotconclude that the stationary solutions are divergence free.Following is an outline of the article. Section 2 contains preliminary ma-terial. We derive some auxiliary identities from the TDGL equations (Sec-tion 2.1), introduce the \� = �!(r �A)" gauge (Section 2.2), and give var-ious estimates that follow from an energy-type functional (Section 2.3). Sec-tion 3 gives the formulation of the TDGL equations as an abstract initial-valueproblem in a Hilbert space. We �rst introduce the notation (Section 3.1), ho-mogenize the boundary conditions by means of the applied vector potential(Section 3.2), and de�ne the abstract initial-value problem (Section 3.3). InSection 3.4 we prove a regularity result for an integral involving the appliedvector potential, which eventually determines the regularity of a mild solu-tion of the abstract initial-value problem. Section 4 summarizes the resultsof our analysis in three theorems, each with a corollary. Theorem 1 givesan existence and uniqueness result (Section 4.1), Theorem 2 a regularity re-sult (Section 4.2). Both theorems hold when the applied magnetic �eld varieswith time. A corollary of Theorem 2 is the existence of a dynamical process.Specializing to the case of a time-independent magnetic �eld, we obtain a dy-namical system whose properties are given in Theorem 3 (Section 4.3). Thedegenerate case ! = 0 is discussed in Section 4.4. The proofs of the theoremsare given in Section 5. 5



2 PreliminariesIn this section we establish several auxiliary identities, which follow from theTDGL equations (1.1){(1.4). We also introduce the gauge choice and de�nean energy-type functional for the TDGL equations.2.1 Auxiliary IdentitiesThe TDGL model of superconductivity is a system of semilinear parabolicequations. This is most easily seen if, in Eqs. (1.1) and (1.2), one uses theidentities�� i�r+A�2  = 1�2� � 2i� (r ) �A� i� (r �A)�  jAj2 (2.1)and �r�r�A = �A�r(r �A): (2.2)Many of the methods developed for such systems are indeed applicable to theTDGL equations. But, as we will see in the following analysis, the TDGLequations have several distinct features that make them mathematically inter-esting in their own right and di�erent from, say, the Navier-Stokes equations.The curl of a gradient vanishes, so the TDGL equations do not change ifwe replaceH byH 0 =H+r�, for any (su�ciently smooth) real scalar-valuedfunction � of position and time. If � = 0 on @
, we also have n�H = n�H 0on @
, so the boundary conditions do not change either. In particular, ifwe take � at any time as the (unique) solution of the Dirichlet problem forPoisson's equation �� = �r �H, we have r �H 0 = 0 at all times. Hence,there is no loss of generality if, from now on, we assume that the appliedmagnetic �eld H is divergence free,r �H = 0 in 
: (2.3)The quantity ns = j j2 corresponds to the superelectron density. Its evolutionis governed by the equation�@j j2@t = �2 Re" �� i�r+A�2  #+ 2 �1 � j j2� j j2 (2.4)or, equivalently,�@j j2@t = 1�2�j j2 � 2 ����� i�r+A� ����2 + 2 �1 � j j2� j j2: (2.5)6



Clearly, if the inequality j j � 1 is satis�ed on 
 at t = 0, it is satis�ed at alllater times. Note that the scalar potential � does not �gure in Eq. (2.4).The divergence of a curl vanishes, so Eq. (1.2) implies the identityr �  @A@t +r�! = r � J s in 
: (2.6)An expression forr�Js is easily obtained by taking the divergence of Eq. (1.3),r � J s = �� Im" � � i�r+A�2  # : (2.7)From this expression and Eq. (1.1) we obtain the more interesting expressionr � J s = ��2 " 12i�   �@ @t �  @ �@t !+ �j j2# : (2.8)An immediate consequence of the de�nition (1.3) of J s and the �rst boundarycondition in Eq. (1.4) is that n�J s = 0 on @
. By assumption, @
 is locally thelevel surface (or curve) of a C1;1-function � : Rn ! R. Hence, the unit normalvector is given by n = jr�j�1r�, where r� is nonvanishing and Lipschitzcontinuous near every point of @
. Consequently, n � (r � n) = 0 on @
.According to the second boundary condition in Eq. (1.4), r�A�H and n arecolinear on @
. Therefore, it must be the case that n�r�(r�A�H) = 0 on@
. When we combine this identity and the identity n �J s = 0 with Eq. (1.2),we see that n � (@tA+r�) = 0 on @
. Therefore, any solution of the TDGLequations is such thatn �  @A@t +r�! = 0 and n � J s = 0 on @
: (2.9)These identities express the physical fact that the electric �eld and the super-current are always tangential to the surface of the superconductor.2.2 Gauge ChoiceThe TDGL equations are invariant under the gauge transformationG� : ( ;A; �) 7! � ei��;A+r�; �� @t�� : (2.10)The gauge � can be any (su�ciently smooth) real scalar-valued function ofposition and time. For the present investigation we adopt the \� = �!(r�A)"7



gauge, where ! is a real nonnegative parameter. This gauge, introduced in [1],is determined by taking � � �!(x; t) as the (unique) solution of the boundary-value problem (@t � !�)� = �+ !(r �A) in 
� (0;1); (2.11)!(n � r�) = �!(n �A) on @
� (0;1); (2.12)subject to a suitable initial condition, �(� ; 0) = �0 in 
. (See the remarkfollowing Eq. (4.6).)In the \� = �!(r �A)" gauge, we have, at all times t � 0, the identities�+ !(r �A) = 0 in 
; !(n �A) = 0 on @
: (2.13)The second identity can be strengthened. If ! > 0, it simpli�es to n �A = 0on @
. If ! = 0, the �rst identity reduces to � = 0 in 
; hence, n �r� = 0 on@
. But then it follows from the �rst identity in Eq. (2.9) that n � @tA = 0,so n �A = n �A0 on @
, where A0 = A(� ; 0). By appropriately choosing �0,we can realize the identity n �A = 0 on @
 for all times t � 0, the same asfor ! > 0. Instead of (2.13), we thus have, at all times t � 0,�+ !(r �A) = 0 in 
; n �A = 0 on @
: (2.14)In the \� = �!(r�A)" gauge, the di�erential equations (1.1) and (1.2) reduceto�@ @t = �� i�r+A�2  +i��! (r�A)+�1� j j2� in 
�(0;1); (2.15)@A@t = �r�r�A + !r(r �A) + J s +r�H in 
 � (0;1); (2.16)where J s is again given by Eq. (1.3), and the boundary conditions (1.4) ton�r + = 0; n�A = 0; n�(r�A�H) = 0 on @
�(0;1): (2.17)Henceforth, the term \gauged TDGL equations" refers to the TDGL equationsin the \� = �!(r �A)" gauge, given by the system of Eqs. (2.15){(2.17).The gauged TDGL equations govern the evolution of the pair ( ;A) fromthe initial data,  =  0 and A = A0 on 
 � f0g; (2.18)where  0 and A0 are given. The boundary-value problem (2.15){(2.17) isstrongly parabolic for ! > 0. It becomes degenerate for ! = 0.The scalar potential � does not �gure in the evolution equation (2.4), sothe gauge choice does not a�ect the observation that j j � 1 on 
 at all times8



t > 0 if the inequality is satis�ed at t = 0. (Cf. the \maximum modulusprinciple" in Section 4.1, Theorem 1.)In the \� = �!(r �A)" gauge, the auxiliary identity (2.6), the expres-sion (2.8), and the identities (2.9) reduce to(@t � !�) (r �A) = r � J s in 
; (2.19)r � J s = ��2 " 12i�   �@ @t �  @ �@t !� !j j2(r �A)# ; (2.20)!(n � r)(r �A) = 0 and n � J s = 0 on @
: (2.21)2.3 Energy-Type FunctionalsConsider the functional E! � E![ ;A],E![ ;A] = Z
 "����� i�r+A� ����2 + 12 �1� j j2�2 + 2!(r �A)2+jr�A�Hj2i dx+ Z@
  ���� i� ����2 d�(x): (2.22)If  and A satisfy the gauged TDGL equations, the time derivative of E! isdE!dt = �2 Z
 24� �����@ @t � i�! (r �A)�����2 + �����@A@t �����2 + !2 jr(r �A)j235 dx�2 Z
 @H@t � (r�A �H) dx: (2.23)If @tH = 0 (stationary applied magnetic �eld), the expression in the rightmember is negative semide�nite, and E!(t) � E!(0) for all t � 0. In general,the applied magnetic �eld is not stationary, and E! is not necessarily boundedby a constant. However, as the following lemma shows, E!(t) can still beestimated in terms of the quantity P (t),P (t) = Z t0 �Z
 j@tH(x; s)j2 dx�1=2 ds: (2.24)Lemma 1 If E! � E!(t) exists and is �nite, and P (T ) <1 for some T > 0,thenE!(t) + 2 Z t0 Z
 24� �����@ @t � i�! (r �A)�����2 + �����@A@t �����2 + !2 jr(r �A)j235 dxdt09



� �(E!(0))1=2 + P (t)�2 ; t 2 [0; T ]: (2.25)Proof. It follows from Eq. (2.23) and the Cauchy-Schwarz inequality thatdE!dt � 20@Z
 �����@H@t �����2 dx1A1=2 �Z
 jr �A �Hj2 dx�1=2 � 2dPdt (E!(t))1=2 :(2.26)Hence, dE1=2! =dt � dP=dt. Upon integration, we obtainE!(t) � �(E!(0))1=2 + P (t)�2 ; t 2 [0; T ]: (2.27)To obtain the inequality (2.25), we use Eq. (2.23) again, this time includingthe �rst integral, and apply the estimate (2.27),dE!dt + 2 Z
 24� �����@ @t � i�! (r �A)�����2 + �����@A@t �����2 + !2 jr(r �A)j235 dx� 2dPdt (E!(t))1=2 � 2dPdt �(E!(0))1=2 + P (t)� : (2.28)The inequality (2.25) follows upon integration.Lemma 2 Assume that M = ess supfj (x; t)j : (x; t) 2 
 � (0; T )g < 1.Then 2 Z t0 Z
 24� �����@ @t �����2 + �����@A@t �����2 + !2 jr(r �A)j235 dxdt0� (3 + ��2!M2t) �(E!(0))1=2 + P (t)�2 ; t 2 [0; T ]; (2.29)whenever the terms in the inequality are well de�ned.Proof. Using the elementary inequality jaj2 � 2(ja � bj2 + jbj2) and theinequality (2.25), we obtainZ t0 Z
 � �����@ @t �����2 dxdt0 � �(E!(0))1=2 + P (t)�2+��2!M2 Z t0 Z
 2!(r�A)2 dxdt0;where Z t0 Z
 2!(r �A)2 dxdt0 � Z t0 E!(t0) dt0 � t �(E!(0))1=2 + P (t)�2 :10



The remaining terms have already been estimated by �(E!(0))1=2 + P (t)�2 inLemma 1, in the inequality (2.25).The term 2!(r�A)2 in the functional E! has no basis in physics. Indeed,E! is not an energy functional unless ! = 0. If ! = 0, E! reduces to theGinzburg-Landau free-energy functional,E0[ ;A] = Z
 "����� i�r+A� ����2 + 12 �1� j j2�2 + jr�A�Hj2# dx+ Z@
  ���� i� ����2 d�(x): (2.30)The gauge restriction (2.14) reduces to � = 0 in 
, and the Euler equationsand natural boundary conditions associated with E0 are�� i�r+A�2  + �1 � j j2� = 0 in 
; (2.31)�r�r�A+ J s +r�H = 0 in 
; (2.32)n � � i�r+A� +  i� = 0 and n� (r�A �H) = 0 on @
: (2.33)These are the time-independent Ginzburg-Landau (GL) equations of super-conductivity. The relationship between stationary solutions of the TDGLequations and solutions of the time-independent GL equations is discussedin a forthcoming article [20].3 Functional FormulationIn this section, we formulate the gauged TDGL equations as an abstract evo-lution equation in a Hilbert space.3.1 NotationThe symbol C denotes a generic positive constant, not necessarily the sameat di�erent instances. All Banach spaces are real; the (real) dual of a Banachspace X is denoted by X 0. 11



Lp(
), for 1 � p � 1, is the usual Lebesgue space, with norm k � kLp;(� ; �) is the inner product in L2(
). Wm;2(
), for nonnegative integer m, isthe usual Sobolev space, with norm k � kWm;2 ; Wm;2(
) is a Hilbert space forthe inner product (� ; �)m;2, given by (u; v)m;2 = Pj�j�m(@�u; @�v) for u; v 2Wm;2(
). Fractional Sobolev spaces W s;2(
), with noninteger s, are de�nedby interpolation [21, Chapter VII].C�(
), for � � 0, � = m + � with 0 � � < 1, is the space of m timescontinuously di�erentiable functions on 
, whose mth order derivatives satisfya H�older condition with exponent � if � is not an integer; the norm k � kC� isde�ned in the usual way.The de�nitions extend to spaces of vector-valued functions in the standardway, with the caveat that the inner product in [L2(
)]n is de�ned by (u; v) =R
 u � v, where � indicates the scalar product in Rn. Complex-valued functionsare interpreted as vector-valued functions with two real components.Functions that vary in space and time, like the order parameter and thevector potential, are considered as mappings from the time domain, whichis a subinterval of [0;1), into spaces of complex- or vector-valued functionsde�ned in 
. Let X = (X; k � kX) be a Banach space of functions de�ned in
. Then functions of space and time de�ned on 
� (0; T ), for T > 0, may beconsidered as elements of Lp(0; T ;X), for 1 � p � 1, or Wm;2(0; T ;X), fornonnegative integer m, or C�(0; T ;X), for � � 0, � = m+ � with 0 � � < 1.Detailed de�nitions can be found, for example, in [18].Obviously, function spaces of ordered pairs ( ;A), where  : 
 ! R2and A : 
 ! Rn (n = 2; 3), play an important role in the study of thegauged TDGL equations. We therefore adopt the following special notation:X = [X(
)]2 � [X(
)]n for any Banach space X(
) of real-valued functionsde�ned in 
. Here, [X(
)]2 and [X(
)]n are the underlying Banach spacesfor the order parameter  and the vector potential A, respectively. A suitableframework for the functional analysis of the gauged TDGL equations is theCartesian product W1+�;2 = [W 1+�;2(
)]2 � [W 1+�;2(
)]n with 12 < � < 1.This space is continuously imbedded in W1;2 \ L1.3.2 Reduction to Homogeneous FormWhen H 6� 0, the boundary conditions (2.17) are inhomogeneous, and it isnecessary to �rst reduce them to homogeneous form.AssumeH 6� 0 and H 2 [L2(
)]n. Let AH be a minimizer of the convex12



quadratic form J! � J![A],J![A] = Z
 h!(r �A)2 + jr�A �Hj2i dx; (3.1)on the domain D(J!) = fA 2 [W 1;2(
)]n : n �A = 0 on @
g:Lemma 3 The functional J! has a unique minimizer AH on D(J!) if ! > 0,and this minimizer has the property r �AH = 0 in 
. The functional J0 hasa unique minimizer AH on the closed linear subspace D0(J0) = fA 2 D(J0) :r �A = 0 in 
g of D(J0).Proof. Assume ! > 0. Then J![A]!1 as kAkW 1;2 !1; see [22, Chapter I,Eq. (5.45)]. Also, J! is strictly convex and weakly lower semicontinuous. Stan-dard methods of the calculus of variations yield the existence of a unique mini-mizer. This minimizer,AH, is necessarily divergence free; otherwise, we couldreplace it byAH+r� without changing the termr�A�H and, by taking �as the solution of the Neumann problem for Poisson's equation �� = �r�AHin 
, reduce the value of the functional to J![AH+r�] = R
 jr�AH�Hj2 dx,which is strictly less than J![AH]. The case ! = 0 is similar.The lemma shows that the property r �AH = 0 in 
 is a consequence ofthe fact that AH minimizes the functional J! if ! > 0. If ! = 0, we imposethe condition r �AH = 0. In either case, AH is the (unique) weak solution ofthe strongly elliptic boundary-value problemr�r�AH = r�H and r �AH = 0 in 
; (3.2)n �AH = 0 and n� (r�AH �H) = 0 on @
: (3.3)We refer to AH as the applied vector potential.Lemma 4 If H 2 [L2(
)]n, then AH 2 D(J!). The mapping H 7! AH islinear, time independent, and continuous from [W �;2(
)]n to [W 1+�;2(
)]n, for0 � � � 1. 13



Proof. The continuity of the mapping H 7! AH follows from the regularityresults in Georgescu [23].We now introduce the reduced vector potential A0,A0 = A�AH: (3.4)In terms of  and A0, the gauged TDGL equations assume the form@ @t � 1��2� = ' in 
� (0;1); (3.5)@A0@t +r�r�A0 � !r(r �A0) = F in 
� (0;1); (3.6)n � r +  = 0; n �A0 = 0; n� (r�A0) = 0 on @
� (0;1): (3.7)Here, ' and F are nonlinear functions of  and A0,' � '(t;  ;A0) = 1� ��2i� (r ) � (A0 +AH)� i� (1� ��2!) (r �A0)�  jA0 +AHj2 + �1� j j2� � ; (3.8)F � F (t;  ;A0) = J 0s � j j2AH � @tAH: (3.9)Here we have used the abbreviation J 0s = J s( ;A0), where J s is the ex-pression for the supercurrent density, given by Eq. (1.3). The equations aresupplemented by initial data, which follow from Eqs. (2.18) and (3.4), =  0 and A0 = A0 �AH(0) on 
 � f0g: (3.10)In the next section we connect the evolution of the solution ( ;A0) of thesystem of Eqs. (3.5){(3.7) from the initial data ( 0;A0 � AH(0)) with thedynamics of a vector u in the Hilbert space L2 = [L2(
)]2 � [L2(
)]n.3.3 Gauged TDGL EquationsThe following analysis is restricted to the case ! > 0; we comment on the case! = 0 in Section 4.4.Let the vector u : [0;1)! L2 represent the pair ( ;A0),u = ( ;A0) � ( ;A�AH); (3.11)14



and let A be the linear selfadjoint operator in L2 associated with the quadraticform Q! � Q![u],Q![u] = Z
 " 1��2 jr j2 + !(r �A0)2 + jr�A0j2# dx+ Z@
 ��2 j j2 d�(x);(3.12)on the domainD(Q!) = D(A1=2) = fu = ( ;A0) 2 W1;2 : n �A0 = 0 on @
g:The quadratic form Q! is nonnegative. Furthermore, since ! > 0, Q![ ;A0]+ck kL2 is coercive on W1;2 for any constant c > 0. Hence, A is positivede�nite in L2 [22, Chapter I, Eq. (5.45)]. If no confusion is possible, we usethe same symbolA for the restrictions A and AA of A to the respective linearsubspaces [L2(
)]2 � [L2(
)]2 � f0g (for  ) and [L2(
)]n � f0g � [L2(
)]n(for A) of L2.Now, consider the initial-value problemdudt +Au = F(t; u(t)) for t > 0; u(0) = u0; (3.13)in L2, where F(t; u) = (';F ), ' and F given by Eqs. (3.8) and (3.9), andu0 = ( 0;A0 �AH(0)).With 12 < � < 1 and u0 2 W1+�;2, we say that u is a mild solution ofEq. (3.13) on the interval [0; T ], for some T > 0, if u : [0; T ] ! W1+�;2 iscontinuous andu(t) = e�Atu0 + Z t0 e�A(t�s)F(s; u(s)) ds for 0 � t � T (3.14)in L2. A mild solution of the initial-value problem (3.13) de�nes a weak solu-tion ( ;A0) of the boundary-value problem (3.5){(3.7), which in turn de�nesa weak solution ( ;A) of the gauged TDGL equations, provided AH is su�-ciently regular.Given any f = (';F ) 2 L2, the equation Au = f in L2 is equivalent witha system of uncoupled boundary-value problems,� 1��2� = ' in 
; n � r +  = 0 on @
; (3.15)r�r�A0�!r(r�A0) = F in 
; n �A0 = 0; n� (r�A0) = 0 on @
:(3.16)(More precisely, the system of Eqs. (3.15){(3.16) holds in the dual spaceD(Q!)0of D(Q!) with respect to the inner product in L2.) Boundary-value problems15



of this type have been studied by Georgescu [23]. Applying his results,we see that D(A) is a closed linear subspace of W2;2. Since A is positivede�nite on L2, its fractional powers A� are well de�ned for all � 2 R; theyare unbounded for � > 0. Interpolation theory shows that D(A�) is a closedlinear subspace of W2�;2 for 0 < � < 1.3.4 Smoothing of the Applied Vector PotentialThe term @tAH in Eq. (3.9) introduces an integral JH(t) in Eq. (3.14),JH(t) = Z t0 e�A(t�s)@AH@t (s) ds; (3.17)where JH(t) 2 [L2(
)]n � f0g � [L2(
)]n � L2 for t 2 (0; T ). The regularityof this integral determines the regularity of the solution u of Eq. (3.13).Lemma 5 If H 2 W 1;2(0; T ; [L2(
)]n), then JH(t) 2 D(A(1+�)=2) for 0 �� < 1, for every t 2 (0; T ), and JH 2 C�(0; T ; [W 1+�;2(
)]n) for 0 � � <12(1� �).Proof. Assume that 0 � � < 1 and 0 � � < 12(1 � �). The proof of thelemma uses the inequalitieskA�=2e�AskL2 � Cs��=2 for 0 < s � T; (3.18)k(e�As � I)A��kL2 � Cs� for 0 � s � T; (3.19)where the positive constants C do not depend on s; see [18, Theorem 1.4.3].Because @tH 2 L2(0; T ; [L2(
)]n), it follows immediately from Lemma 4that @tAH 2 L2(0; T ; [W 1;2(
)]n). Standard arguments lead to the continu-ity of JH : [0; T ] ! [W 1+�;2(
)]n; cf. [18, Proof of Theorem 3.3.4]. Also,A1=2@tAH 2 L2(0; T ; [L2(
)]n) andA(1+�)=2JH(t) = Z t0 A�=2e�A(t�s)A1=2 @AH@t (s) ds for 0 � t � T (3.20)in [L2(
)]n. Applying the estimate (3.18), we obtainkA(1+�)=2JH(t)kL2 � Z t0 kA�=2e�AskL2 A1=2 @AH@t (t� s)L2 ds16



� C Z t0 A1=2 @AH@t (t� s)L2 s��=2 ds� C 0@Z t0 A1=2 @AH@t (t� s)2L2 ds1A1=2�Z t0 s�� ds�1=2= C(1� �)1=2 t(1��)=20@Z t0 A1=2 @AH@t (s)2L2 ds1A1=2 ; (3.21)so JH(t) 2 D(A(1+�)=2), a closed subspace of [W 1+�;2(
)]n, for every t 2 [0; T ].To prove the H�older continuity of JH, we take 0 � t < t0 � T anduse the following identity in [L2(
)]n, which follows immediately from thede�nition (3.17), A(1+�)=2 (JH(t0)� JH(t))= A�=2 "Z t00 e�A(t0�s)A1=2 @AH@t (s) ds � Z t0 e�A(t�s)A1=2 @AH@t (s) ds#= J1(t; t0) + J2(t; t0); (3.22)where J1(t; t0) = Z t0�t0 A�=2e�AsA1=2 @AH@t (t0 � s) ds;J2(t; t0) = �e�A(t0�t) � I� Z t0 A�=2e�A(t�s)A1=2 @AH@t (s) ds:We estimate the [L2(
)]n-norms of J1(t; t0) and J2(t; t0) as in (3.21), makinguse of the inequalities (3.18) and (3.19),kJ1(t; t0)kL2 � C(1� �)1=2 jt0 � tj(1��)=20@Z t0t A1=2 @AH@t (s)2L2 ds1A1=2 ; (3.23)kJ2(t; t0)kL2 = �e�A(t0�t) � I�A�� Z t0 A�+(�=2)e�A(t�s)A1=2 @AH@t (s) dsL2� C(1 � 2� � �)1=2 t(1��)=2��jt0 � tj� 0@Z t0 A1=2 @AH@t (s)2L2 ds1A1=2 : (3.24)Here, the positive constants C depend only on A, �, and �. The statement ofthe lemma follows. 17



4 ResultsWe present our results in the form of three theorems, each with a corollary.The proofs are deferred until Section 5. Unless indicated otherwise, we assumethat the data entering the equations satisfy the following hypotheses:(H1) 
 � Rn (n = 2 or 3) is bounded, with @
 of class C1;1. (That is,@
 is a compact (n � 1)-manifold described by Lipschitz-continuouslydi�erentiable charts.)(H2)  : @
! R is Lipschitz continuous, with (x) � 0 for all x 2 @
.(H3) !; T; �; � 2 R are constants such that 0 < ! < 1, 0 < T < 1,12 < � < 1, and 0 � � < 12(1 � �).(H4) H 2 L1(0; T ; [W �;2(
)]n) \W 1;2(0; T ; [L2(
)]n).4.1 Existence and UniquenessOur �rst theorem gives the existence and uniqueness of a mild solution of theinitial-value problem (3.13).Theorem 1 Let the initial data ( 0;A0) be such that u0 = ( 0;A00) � ( 0;A0�AH(0)) is in D(A(1+�)=2). Then the initial-value problem (3.13) has a uniquemild solution u = ( ;A0) � ( ;A�AH) such that u 2 C(0; T ;W1+�;2). Theorder parameter  of this solution satis�es the \maximum modulus principle,"j (x; t)j � maxn1; k 0kL1(
)o for all (x; t) 2 
� [0; T ]: (4.1)Also, ( ;A) 2 W 1;2(0; T ;L2) and r �A 2 L2(0; T ; [W 1;2(
)]n).The proof of Theorem 1 is given in Section 5.1.Observe that the theorem states that ( ;A0) 2 C(0; T ;W1+�;2). To ob-tain a comparable result for ( ;A), we need the continuityAH in time, which,according to Lemma 4, is controlled by the continuity of H in time. In the18



hypothesis (H4), we have imposed a minimum condition on H. If (H4) isstrengthened to H 2 C(0; T ; [W �;2(
)]n), then ( ;A) 2 C(0; T ;W1+�;2).Theorem 1 implies the existence and uniqueness of a weak solution of thegauged TDGL equations.Corollary 1 The pair ( ;A0) obtained in Theorem 1 is a weak solution of thegauged TDGL equations; Eqs. (3.5) and (3.6) are satis�ed in the L2(
�(0; T ))-sense, Eq. (3.7) in the sense of traces in L1(0; T ;W ��1=2;2(@
)).Theorem 1 justi�es the introduction of a solution map S0 : D(A(1+�)=2)!C(0; T ;W1+�;2) by the de�nitionu(t) = S0(t)u0; u0 2 D(A(1+�)=2); t 2 [0; T ]: (4.2)The properties of S0 are considered in more detail in the following section.4.2 RegularityThe following theorem improves the continuous dependence of the solution uon the initial data u0. Let the map S�0 : D(A(1+�0)=2) ! C�(0; T ;W1+�;2) bede�ned by the identityt�0u(t) = S�0(t)u0; u0 2 D(A(1+�0)=2); t 2 [0; T ]; (4.3)for suitable exponents �, �0, �, and �0.Theorem 2 Assume that 12 < �0 � � < 1, 0 � � < 12(1 � �), and �0 =�+ 12(���0). Then the mapping S�0 de�ned in Eq. (4.3) is uniformly Lipschitzcontinuous on bounded subsets of D(A(1+�0)=2).The proof of Theorem 2 is given in Section 5.2.Observe that the theorem states a regularity result for ( ;A0). To obtaina comparable result for ( ;A), we need su�cient regularity of AH. Accordingto Lemma 4, the regularity of AH is controlled by the regularity of H. In19



the hypothesis (H4), we have imposed minimum regularity on H. If (H4) isstrengthened to H 2 C�(0; T ; [W �;2(
)]n), then ( ;A) 2 C�(0; T ;W1+�;2).Theorem 2 implies the existence of a dynamical process for the gaugedTDGL equations with a time-dependent applied magnetic �eld; cf. [25, Sec-tion 3.6].Corollary 2 The mild solutions u(t) of Eq. (3.13) obtained in Theorem 1generate a dynamical process U = fU(t; s) : 0 � s � t � Tg on D(A(1+�)=2)by the de�nition u(t) = U(t; s)u(s) for 0 � s � t � T: (4.4)Moreover, for 0 � s < t � T , each U(t; s) : D(A(1+�)=2) ! D(A(1+�)=2) mapsbounded sets into relatively compact sets.4.3 Large-Time Asymptotic BehaviorNext, we investigate the asymptotic behavior of the mild solution u(t) ofEq. (3.13) as t!1. We restrict ourselves to the case of a time-independentapplied magnetic �eld H.If @tH = 0, the hypothesis (H4) reduces toH 2 [W �;2(
)]n, the quantityP de�ned in Eq. (2.24) is zero, and the inequality (2.25) simpli�es toE!(t) + 2 Z t0 Z
 24� �����@ @t � i�! (r �A)�����2 + �����@A@t �����2 + !2 jr(r �A)j235 dxdt0� E!(0); t 2 [0; T ]: (4.5)The dynamical process U = fU(t; s) : 0 � s � t � Tg on D(A(1+�)=2) intro-duced in Corollary 2 is de�ned for every T > 0 (see Lemma 1) and becomes adynamical system S = fS(t) : t � 0g on D(A(1+�)=2) by the de�nitionS(t� s) = U(t; s) for t � s � 0: (4.6)Note that the de�nition of the dynamical system S is not feasible if one imposesthe condition r �A0 = 0 at t = 0 because the linear spacefA 2 [W 1;2(
)]n : r �A = 0 in 
; n �A = 0 on @
g20



is not invariant under the action of S. Consequently, one is not free to choosethe initial data �0 for the gauge �, de�ned in Eqs. (2.11) and (2.12), such that��0 = �r �A0 in 
.The set fS(t)u0 : t � 0g is called the (forward) orbit of u0 2 D(A(1+�)=2)under S. We denote the set of all limit points (as t ! 1) of the orbit of u0by !(u0) and call it the omega-limit set of u0.The following theorem shows that the functional E! is a Liapunov func-tional for the dynamical system S in the following sense (cf. [24, Chapter VII,De�nition 4.1]): (i) E! : D(A(1+�)=2) ! R is continuous, (ii) for everyu0 2 D(A(1+�)=2), the function t 7! E![S(t)u0] is nonincreasing, and (iii) ifu0 2 D(A(1+�)=2) is such that E![S(t)u0] = E![u0] for some t > 0, then u0 isa stationary point for S.Theorem 3 The dynamical system S de�ned in Eq. (4.6) has the followingproperties:(i) E! is a Liapunov functional for S.(ii) The orbit of each u0 2 D(A(1+�)=2) has compact closure in W1+�;2.(iii) The omega-limit set of each u0 2 D(A(1+�)=2) is a nonempty compactconnected set of divergence-free equilibria.The proof of Theorem 3 is given in Section 5.3.Property (iii) of Theorem 3 says, in e�ect, that every element of anyomega-limit set is a solution of the time-independent GL equations (2.31){(2.33) in the London gauge.An attractor for the dynamical system S is the omega-limit set of one ofits open neighborhoods. An attractor is called a global attractor if it attractsall its open bounded neighborhoods. The existence of a global attractor forthe dynamical system S follows from Corollary 2 and Theorem 3; see [25,Theorem 3.4.8] and [19, Theorem 4.4]. The structure of the global attractorfollows from Theorem 3; see [24, Chapter VII, Theorem 4.1].Corollary 3 The dynamical system S has a global attractor, A. If the set21



E of all stationary points of S is discrete, then A is the union of E and theheteroclinic orbits between points of E.4.4 Zero-Electric Potential GaugeBeginning with the functional formulation of the gauged TDGL equations inSection 3.3, we restricted the parameter ! in the \� = �!(r � A)" gaugeto positive values. If ! = 0, the quadratic form Q![ ;A0] + ck kL2 is nolonger coercive on W1;2 for any constant c > 0, because Q0[0;r�] = 0 for any� 2 W 2;2(
) satisfying n � r� = 0 on @
. The initial-value problem (3.13) isdegenerate, and much of the regularity of its solution is lost. This loss is evidentwhen the solution ( ;A; �) of the TDGL equations, with � = �!(r � A)and ! > 0, is transformed to its gauge-equivalent form in the zero-electricpotential gauge. The gauge � that accomplishes this transformation is foundby integrating the equation @t� = �!(r�A) from an initial condition � = �0.The resulting expression for the vector potential isA(t) +r�0 � ! Z t0 r(r �A)(t0) dt0 for t � 0:Since r�A(t) 2 [W 1;2(
)]n for every t � 0 (see Theorem 1), the time integralis only in [L2(
)]n for any �xed t.5 ProofsIn this section we give the proofs of the theorems presented in the precedingsection. We begin by recalling some general properties of the fractional powersof the operator A de�ned in Eq. (3.12); see [18, Section 1.4] for details.The fractional powers A� of the second-order elliptic di�erential operatorA de�ned in Eq. (3.12) are well de�ned for all � 2 R. They are unbounded for� > 0. The domain D(A�) is a closed linear subspace of W2�;2 for 0 < � < 1;hence, C�(0; T ;D(A�)) is a closed linear subspace of C�(0; T ;W2�;2) for thisrange of values of �. Furthermore, for 32 < � � 2 (and n = 2 or 3), the traces ofr ,A, and r�A belong to the spaces [W ��3=2;2(@
)]2n, [W ��1=2;2(@
)]n, and[W ��3=2;2(@
)]n, respectively, and satisfy the boundary conditions speci�ed inEqs. (3.15) and (3.16). Similarly, the applied vector potential AH and its curlr�AH satisfy the boundary conditions (3.3) if H 2 [W ��1;2(
)]n.22



5.1 Proof of Theorem 1Proof. (i) Local existence and uniqueness. The proof is based on the contrac-tion mapping principle applied to Eq. (3.14) in the space C(0; T ;W1+�;2) forT su�ciently small positive. The choice of the target space W1+�;2 is justi�edbecause W1+�;2 is continuously imbedded in W1;2 \ L1 for 12 < � < 1.It su�ces to prove that F(s; �) is locally Lipschitz for each s 2 [0; T ],where T may depend on the Lipschitz constant. Each term in F is estimatedseparately. For example, for any two elements u1 = ( 1;A01) and u2 = ( 2;A02)of W1+�;2, we havek �1r 1 �  �2r 2kL2 � k 1kL1k 1 �  2kW 1;2 + k 2kW 1;2k 1 �  2kL1� Cku1 � u2kW1+�;2 ;where C is a positive constant, which depends only on the norms of u1 and u1in W1+�;2. Similar estimates hold for the other terms in F .Let BR be the ball of radius R centered at the origin in W1+�;2. Then,for any pair u1; u2 2 BR,kF(s; u1)�F(s; u2)kL2 � Cku1 � u2kW1+�;2 ; s 2 [0; T ]; (5.1)where the Lipschitz constant C depends on R, but not on s. The remainderof the proof is standard; see [18, Theorem 3.3.3].(ii) Global existence. The maximum modulus principle (4.1) is a conse-quence of the maximum principle applied to Eq. (2.5). (Every constant Mwith M � 1 is a supersolution of Eq. (2.5).)The functional E![ ;A] de�ned in Eq. (2.22) is coercive on W1;2; see [22,Chapter I, Eq. (5.45)]. Given a weak solution ( ;A0) = ( ;A �AH) of thegauged TDGL equations, we let E!(t) � E![ (t);A(t)]. The function E! isbounded on every interval [0; T ], according to Lemma 1. Its coercivity propertythen implies 2 L1(0; T ; [W 1;2(
)]2) and A 2 L1(0; T ; [W 1;2(
)]n):Also, AH 2 L1(0; T ; [W 1;2(
)]n), because of the hypothesis (H4). Hence,u = ( ;A0) 2 L1(0; T ;W1;2).It follows from the inequality (2.29) that ( ;A) 2 W 1;2(0; T ;L2) andr �A 2 L2(0; T ; [W 1;2(
)]n). We also have AH 2 W 1;2(0; T ; [L2(
)]n), againbecause of the hypothesis (H4). Therefore, u 2 W 1;2(0; T ;L2).23



We improve this regularity result by taking advantage of the smoothingaction of the semigroup e�At. This smoothing action has already been demon-strated on the term @tAH in Section 3.4. We �rst treat A0 and then use theresult to improve the regularity of  . Each term in J 0s needs to be estimatedseparately. For example,k �r kL2 � k kL1k kW 1;2 � CkukW1;2:Here, C = maxf1; k 0kL1g, which is independent of  . Similar estimates holdfor the other terms in J 0s, so J 0s 2 L1(0; T ; [L2(
)]n). Therefore,�t 7! Z t0 e�A(t�s)F (s) ds� 2 C(0; T ; [W 1+�;2(
)]n);so A0 2 C(0; T ; [W 1+�;2(
)]n).Next, we improve the regularity of  . Again, each term in ' needs to beestimated separately. For example,k(r ) � (AH +A0)kL2 � k(r ) �AHkL2 + k(r ) �A0kL2 ;where k(r ) �AHkL2 � kr kL2kAHkL1 � CkukW1;2kAHkW 1+�;2and k(r ) �A0kL2 � kr kL2kA0kL1 � CkukW1;2kA0kW 1+�;2 :(To obtain the last estimate, we used the Sobolev imbedding theorem.) Sim-ilar estimates hold for the other terms in ', so ' 2 L1(0; T ; [L2(
)]2) and,therefore,  2 C(0; T ; [W 1+�;2(
)]2). It follows that u 2 C(0; T ;W1+�;2), asclaimed.5.2 Proof of Theorem 2Proof. We use Eq. (3.14) to prove the regularity of the solution u of theinitial-value problem (3.13).Let BR be the ball of radius R centered at the origin in W1+�;2. Let u1 2BR and u2 2 BR satisfy Eq. (3.14) with initial data u10 and u20, respectively.De�ne v = u1 � u2 and v0 = u10 � u20. Combining the inequality (5.1) withEq. (3.14), we obtainkv(t)kW1+�;2 � ke�AtkW1+�;2kv0kW1+�;224



+C Z t0 kA(1+�)=2e�A(t�s)kW1+�;2kv(s)kW1+�;2 ds: (5.2)Applying Gronwall's inequality, we �ndkv(t)kW1+�;2 � Ckv0kW1+�;2 ; 0 � t � T; (5.3)so the mapping S0 de�ned in Eq. (4.2) is Lipschitz continuous on BR.Set f(s) = F(s; u1(s))�F(s; u2(s)). Then, for 0 � t < t0 � T ,v(t0)� v(t) = �e�A(t0�t) � I� e�Atv0 + Z t0�t0 e�Asf(t0 � s) ds+ �e�A(t0�t) � I� Z t0 e�A(t�s)f(s) ds:Taking �, �0, �, and �0 subject to the conditions of the theorem, we obtainA(1+�)=2(v(t0)� v(t))= �e�A(t0�t) � I�A��A�0e�AtA(1+�0)=2v0 + Z t0�t0 A(1+�)=2e�Asf(t0 � s) ds+ �e�A(t0�t) � I�A�� Z t0 A�+(1+�)=2e�A(t�s)f(s) ds:Using the inequalities (3.18) and (3.19), we deduce the estimateskA(1+�)=2(v(t0)� v(t))kW2 � C1(t0 � t)�t��0kA(1+�0)=2v0kL2+C2 �(t0 � t)(1��)=2+ (t0 � t)�t(1��)=2��� ess supfkf(s)kL2 : 0 < s < Tg� C(t0 � t)�t��0 (kv0kW1+�0 ;2 + C supfkv(s)kW1;2 : 0 < s < Tg) :But, as we have seen, the solution map S0 de�ned in (4.2) is Lipschitz con-tinuous, so supfkv(s)kW1;2 : 0 < s < Tg � Ckv0kW1;2 . Therefore, the map-ping (4.3) is Lipschitz continous, as claimed.5.3 Proof of Theorem 3Proof. (i) The continuity of the functional E! follows from the continuousimbedding of W1+�;2 into W1;2 \ L1. The identity (2.23) shows that thefunction t 7! E![S(t)u0] is nonincreasing, for every u0 2 D(A(1+�)=2).Let u0 = ( ;A�AH) 2 D(A(1+�)=2) be such that E![S(t)u0] = E![u0] forsome t > 0. From the inequality (4.5), we obtain immediately the identities25



@tA = 0 and !r(r � A) = 0 in 
 � (0; t). The �rst identity implies that@t(r � A) = 0 in 
 � (0; t). From this and the second identity we deducethat !(r �A) = c in 
� (0; t), where c is a real constant. We conclude fromEq. (2.19) that r � J s = 0. Also, the inequality (4.5) implies @t = i�c in[L2(
� (0; t))]2, so Eq. (2.20) reduces to cj j2 = 0 in 
� (0; t). We claim thatc = 0.Suppose c 6= 0. Then it must be the case that  = 0 in 
 � (0; t).Equations (2.16){(2.17) reduce to the boundary-value problem (3.2){(3.3) forAH. Therefore, A = AH and A0 = 0 in 
� (0; t), so c = !(r �AH) = 0, andwe have a contradiction.The identity @t = 0 in 
 � (0; t), together with the identity @tA = 0established above, implies that S(t0)u0 = u0 for all t0 2 (0; t).(ii) An immediate consequence of Corollary 2.(iii) It follows from (ii) that the omega-limit set of each u0 2 D(A(1+�)=2)is nonempty and compact. We prove by contradiction that !(u0) is connected.Suppose !(u0) is not connected. Then !(u0) = K1 [ K2, where K1 and K2are compact and disjoint. Hence, there exist two disjoint open neighborhoodsN1 and N2 of K1 and K2, respectively, in D(A(1+�)=2) and t0 � 0, such thatS(t)u0 2 N1 [ N2 for all t � t0. But fS(t)u0 : t � t0g, being the image of theinterval [t0;1), is connected, so we have a contradiction.The proof that all points of the omega-limit set of u0 are equilibriumpoints is standard; cf. [24, Chapter VII, Proof of Theorem 4.1].If w = ( ;A �AH) 2 !(u0), then E![S(t)w] = E![w] for all t > 0, andthe same argument as in (i) above leads to the conclusion that !(r �A) = 0in 
. Since ! > 0, A must be divergence free.AcknowledgmentsThe work of J. Fleckinger-Pell�e is supported in part by the European Communityunder Contract ERBCHRXCT930409. The work of H. G. Kaper is supported bythe Mathematical, Information, and Computational Sciences Division subprogram ofthe O�ce of Computational and Technology Research, U.S. Department of Energy,under Contract W-31-109-Eng-38. The work of P. Tak�a�c is supported in part by theU.S. National Science Foundation under Grant DMS-9401418 to Washington StateUniversity, Pullman, WA 99164{3113, U.S.A.26



References[1] J. Fleckinger{Pell�e and H. G. Kaper, Gauges for the Ginzburg-Landau equations of superconductivity, Proc. ICIAM 95. Z. Angew. Math.Mech. (1996), to appear. Preprint ANL/MCS-P527-0795, Mathematicsand Computer Science Division, Argonne National Laboratory, 1995.[2] P. Tak�a�c, On the dynamical process generated by a superconductivitymodel, Proc. ICIAM 95. Z. Angew. Math. Mech. (1996), to appear.[3] V. L. Ginzburg and L. D. Landau, On the theory of superconductiv-ity, Zh. Eksp. Teor. Fiz. (USSR) 20 (1950), 1064{1082; Engl. transl. inD. ter Haar, L. D. Landau; Men of Physics, Vol. I, Pergamon Press,Oxford, 1965, 138{167.[4] A. Schmid, A time dependent Ginzburg-Landau equation and its appli-cation to the problem of resistivity in the mixed state, Phys. Kondens.Mater. 5 (1966), 302{317.[5] L P. Gor'kov and G. M. Eliashberg, Generalizations of theGinzburg-Landau equations for non-stationary problems in the case of al-loys with paramagnetic impurities, Zh. Eksp. Teor. Fiz. 54 (1968), 612{626; Soviet Phys. JETP 27 (1968), 328{334.[6] W. D. Gropp, H. G. Kaper, G. K. Leaf, D. M. Levine,M. Palumbo, and V. M. Vinokur, Numerical simulation of vortexdynamics in type-II superconductors, J. Comput. Phys. 123 (1996), 254{266.[7] D. W. Braun, G. W. Crabtree, H. G. Kaper, A. E. Koshelev,G. K. Leaf, D. M. Levine, and V. M. Vinokur, Structure of amoving vortex lattice, Phys. Rev. Lett. 76 (1996), 831{834.[8] G. W. Crabtree, G. K. Leaf, H. G. Kaper, V. M. Vinokur,A. E. Koshelev, D. W. Braun, D. M. Levine, W. K. Kwok,and J. A. Fendrich, Time-dependent Ginzburg-Landau simulations ofvortex guidance by twin boundaries, Physica C 263 (1996), 401{408.[9] G. W. Crabtree, G. K. Leaf, H. G. Kaper, D. W. Braun,V. M. Vinokur, and A. E. Koshelev, Dynamic vortex phases insuperconductors with correlated disorder, Preprint ANL/MCS-P590-0496,Mathematics and Computer Science Division, Argonne National Labora-tory, 1996. 27



[10] A. A. Abrikosov, Fundamentals of the Theory of Metals, North-Holland Publ. Co., Amsterdam, 1988.[11] P. DeGennes, Superconductivity in Metals and Alloys, Benjamin, NewYork, 1966.[12] M. Tinkham, Introduction to Superconductivity, McGraw-Hill, Inc.,New York, 1975.[13] C. M. Elliott and Q. Tang, Existence theorems for an evolutionarysuperconductivity model, University of Sussex, Brighton, U.K. (1992).[14] Q. Tang, On an evolutionary system of Ginzburg-Landau equations with�xed total magnetic ux, Comm. PDEs 20 (1995), 1{36.[15] Q. Du,Global existence and uniqueness of solutions of the time-dependentGinzburg-Landau model for superconductivity, Appl. Anal. 53 (1994), 1{18.[16] Z. M. Chen, K.-H. Hoffmann, and J. Liang, On a nonstationaryGinzburg-Landau superconductivity model, Math. Methods Appl. Sci. 16(1993), 855{875.[17] J. Liang and Q. Tang, Asymptotic behavior of the solutions of an evo-lutionary Ginzburg-Landau superconductivity model, J. Math. Anal. Appl.195 (1995), 92{107.[18] D. Henry,Geometric Theory of Semilinear Parabolic Equations, LectureNotes in Math. 840, Springer-Verlag, New York, 1981.[19] Q. Tang and S. Wang, Time dependent Ginzburg-Landau equations ofsuperconductivity, Physica D 88 (1995), 139{166.[20] H. G. Kaper and P. Tak�a�c, An equivalence relation for the Ginzburg-Landau equations of superconductivity, Preprint ANL/MCS-P588-0496,Mathematics and Computer Science Division, Argonne National Labora-tory, 1996.[21] R. A. Adams, Sobolev Spaces, Academic Press, New York, 1975.[22] V. Girault and P.-A. Raviart, Finite Element Methods for Navier-Stokes Equations, Springer-Verlag, New York, 1986.[23] V. Georgescu, Some boundary value problems for di�erential forms oncompact Riemannian manifolds, Ann. Mat. Pura Appl. (4) 122 (1979),159{198. 28



[24] R. Temam, In�nite-Dimensional Dynamical Systems in Mechanics andPhysics, Springer-Verlag, New York, 1988.[25] J. K. Hale,Asymptotic Behavior of Dissipative Systems, Math. Surveysand Monographs 25, American Math. Soc., Providence, R.I., 1988.

29


