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1 IntroductionThis article is concerned with the time evolution of the superconducting andelectromagnetic properties of a superconductor in a time-dependent magnetic�eld, as described by the time-dependent Ginzburg-Landau (TDGL) equa-tions of superconductivity. The dynamics of the TDGL equations were thefocus of investigation in our earlier article [1], where we showed that the equa-tions de�ne a dynamical process in a suitably chosen Hilbert space. Here, westudy the particular case of an asymptotically autonomous dynamical process,which arises when the time rate of change of the applied magnetic �eld decayssu�ciently fast as time goes to in�nity. We show that the dynamical processasymptotically approaches a dynamical system and that its attractor coincideswith the attractor of the limiting dynamical system.In the remainder of this section, we introduce the TDGL model of super-conductivity. In Section 2, we give its functional formulation. In Section 3,we state our results; the proofs are given in Section 4.1.1 Ginzburg-Landau Model of SuperconductivityThe TDGL equations of superconductivity are�  @@t + i��! = �� i�r+A�2  + �1 � j j2� ; (1.1)@A@t +r� = �r�r�A+ J s +r�H; (1.2)whereJ s � J s( ;A) = 12i� ( �r �  r �)� j j2A = �Re � �� i�r+A� � :(1.3)The unknowns are the complex-valued order parameter  , the vector-valuedvector potential A, and the real-valued scalar potential �. They determinethe physically relevant variables, namely, the supercurrent density J s, themagnetic induction B = r � A, and the electric �eld E = �@tA � r�.The vector H represents the (externally) applied magnetic �eld ; it is a givenfunction of space and time, which is divergence free, r �H = 0, at all times.The Eqs. (1.1) and (1.2) must be satis�ed everywhere in the superconductor,at all times t, and their solution must satisfy the boundary conditionsn � � i�r+A� + i� = 0 and n� (r�A�H) = 0: (1.4)2



The vector n is the unit outward normal, and  is a nonnegative function.The parameters � and � are the (dimensionless) friction coe�cient andGinzburg-Landau parameter, respectively. As usual, r � grad, r� � curl,r� � div, and r2 = r �r � �; a superscript � denotes complex conjugation,and i is the imaginary unit. The symbol @t denotes the partial derivative @=@t.We assume that the vectors A, B, and H take values in Rn (n = 2 orn = 3), the superconductor occupies a bounded domain 
 in Rn, and theboundary @
 of 
 is of class C1;1.1.2 Gauge ChoiceThe TDGL equations are invariant under the gauge transformationG� : ( ;A; �) 7! � ei��;A+r�; �� @t�� : (1.5)The gauge � can be any (su�ciently smooth) real scalar-valued function ofposition and time. For the present investigation, we adopt the \� = �!(r�A)"gauge, with ! a real nonnegative parameter [2]. This gauge is determined bytaking � � �!(x; t) as a solution of the boundary-value problem(@t � !�)� = �+ !(r �A) on 
� (0;1); (1.6)!(n � r�) = �!(n �A) on @
� (0;1): (1.7)In this gauge, A and � satisfy the identities�+ !(r �A) = 0 on 
� (0;1); !(n �A) = 0 on @
� (0;1): (1.8)If the triple ( ;A; �) satis�es the TDGL equations, then the second identitycan be strengthened, and we have [1]�+ !(r �A) = 0 on 
� (0;1); n �A = 0 on @
� (0;1): (1.9)The gauge choice �xes �, such that R
 � dx = 0 at all times.In the \� = �!(r �A)" gauge, the TDGL equations reduce to�@ @t = �� i�r+A�2  +i��! (r�A)+�1� j j2� in 
�(0;1); (1.10)@A@t = �r�r�A + !r(r �A) + J s +r�H in 
 � (0;1); (1.11)3



where J s is again given by Eq. (1.3), andn�r + = 0; n�A = 0; n�(r�A�H) = 0 on @
�(0;1): (1.12)Henceforth, we use the term \gauged TDGL equations" to refer to the systemof Eqs. (1.10){(1.12). The gauged TDGL equations govern the evolution ofthe pair ( ;A) from the initial data, =  0 and A = A0 on 
� f0g; (1.13)where  0 and A0 are given.2 Functional FormulationIn this section we reformulate the gauged TDGL equations as an abstract evo-lution equation in a Hilbert space. The notational conventions are establishedin Section 2.1; preliminary material is presented in Section 2.2; the functionalformulation of the gauged TDGL equations is given in Section 2.3.2.1 NotationThe symbol C denotes a generic positive constant, not necessarily the sameat di�erent instances. All Banach spaces are real; the (real) dual of a Banachspace X is denoted by X 0.We recall that 
 � Rn (n = 2 or n = 3), 
 is bounded, and its boundary@
 is of class C1;1.The Banach spaces in this investigation are the standard ones [3, 4]: theLebesgue spaces Lp(
) for 1 � p < 1, with norm k � kLp(
); the Sobolevspaces Wm;2(
) for nonnegative integer m, with norm k � kWm;2 ; the fractionalSobolev spaces W s;2(
), with noninteger s; and the spaces C�(
), for � � 0,� = m + � with 0 � � < 1, of m times continuously di�erentiable functionson 
, whose mth-order derivatives satisfy a H�older condition with exponent� if � is not an integer, with norm k � kC� . The inner product in L2(
) is(� ; �), and Wm;2(
) is a Hilbert space for the inner product (� ; �)m;2, given by(u; v)m;2 = Pj�j�m(@�u; @�v) for u; v 2 Wm;2(
). The de�nitions extend tospaces of vector-valued functions in the usual way, with the caveat that theinner product in [L2(
)]n is de�ned by (u; v) = R
 u � v, where � indicates the4



scalar product in Rn. Complex-valued functions are interpreted as vector-valued functions with two real components.Functions of space and time de�ned on 
 � [0; T ], for some T > 0, areconsidered as mappings from the time domain [0; T ] into a Banach space X =(X; k � kX) of functions on the spatial domain 
 and may be considered aselements of Lp(0; T ;X) for 1 � p � 1, or W s;2(0; T ;X) for nonnegative s, orC�(0; T ;X) for � � 0.Function spaces of ordered pairs ( ;A), where  : 
! R2 and A : 
!Rn (n = 2; 3), play an important role in the study of the TDGL equations.Because the regularity requirements for  and A are the same, it is convenientto adopt the special notation X = X2 � Xn for any Banach space X ofreal-valued functions de�ned on 
; X2 and Xn are the underlying spaces forthe order parameter  and the vector potential A, respectively. A suitableframework for the functional analysis of the gauged TDGL equations is theCartesian product W1+�;2 = [W 1+�;2(
)]2 � [W 1+�;2(
)]n;with 12 < � < 1. This space is continuously imbedded in W1;2 \ L1.A weak solution of the gauged TDGL equations on the interval [0; T ], forsome T > 0, is a function ( ;A) 2 C(0; T ;W1+�;2), with values ( ;A)(t) �( (t);A(t)) 2 W1+�;2, which satis�es Eqs. (1.10){(1.12) in the sense of distri-butions for each t 2 (0; T ).2.2 Reduction to Homogeneous FormBefore giving the functional formulation of the gauged TDGL equations, wereduce the boundary conditions (1.12) to homogeneous form. The reductionis done at each �xed instant; time is therefore a parameter, which we will notwrite explicitly.Assume H 2 [L2(
)]n, and de�ne AH as a minimizer of the convexquadratic functional J! � J![A],J![A] = Z
 h!(r �A)2 + jr�A �Hj2i dx; (2.1)on the domain D(J!) = fA 2 [W 1;2(
)]n : n �A = 0 on @
g:5



If ! > 0, this minimizer is unique, and r �AH = 0 in 
. If ! = 0, we restrictthe minimization to the closed linear subspace D0(J0) = fA 2 D(J0) : r�A =0 in 
g of D(J0), where J0 has a unique minimizer AH; see [1, Lemma 3]. Ineither case, AH is the unique solution of the boundary-value problemr�r�AH = r�H and r �AH = 0 in 
; (2.2)n �AH = 0 and n� (r�AH �H) = 0 on @
: (2.3)Thus, AH takes care of the inhomogeneity in the boundary conditions (1.12).The mapping H 7! AH, which is linear and time independent, is continuousfrom [W �;2(
)]n to [W 1+�;2(
)]n for 0 � � � 1; see [1, Lemma 4].The boundary conditions in the gauged TDGL equations become homo-geneous if we formulate the equations in terms of  and the reduced vectorpotential A0, A0 = A�AH: (2.4)In fact, we may summarize the gauged TDGL equations in the form@ @t � 1��2� = ' in 
� (0;1); (2.5)@A0@t +r�r�A0 � !r(r �A0) = F in 
� (0;1); (2.6)n � r +  = 0; n �A0 = 0; n� (r�A0) = 0 on @
� (0;1); (2.7)where ' and F are nonlinear functions of  and A0,' � '(t;  ;A0) = 1� ��2i� (r ) � (A0 +AH)� i� (1� ��2!) (r �A0)�  jA0 +AHj2 + �1� j j2� � ; (2.8)F � F (t;  ;A0) = J 0s � j j2AH �A@tH: (2.9)Here we have used the abbreviation J 0s = J s( ;A0), where J s is the ex-pression for the supercurrent density, given by Eq. (1.3). The equations aresupplemented by initial data, which follow from Eqs. (1.13) and (2.4), =  0 and A0 = A0 �AH on 
� f0g: (2.10)6



2.3 Gauged TDGL EquationsFrom here on, the analysis is restricted to the case ! > 0.Let the vector u : [0;1)! L2 represent the pair ( ;A0),u = ( ;A0) � ( ;A�AH); (2.11)and let A be the linear selfadjoint operator in L2 associated with the quadraticform Q! � Q![u],Q![u] = Z
 " 1��2 jr j2 + !(r �A0)2 + jr�A0j2# dx+ Z@
 ��2 j j2 d�(x);(2.12)on the domainD(Q!) = D(A1=2) = fu = ( ;A0) 2 W1;2 : n �A0 = 0 on @
g:The quadratic form Q! is nonnegative. Furthermore, since ! > 0, Q![ ;A0]+ck kL2 is coercive on W1;2 for any constant c > 0. Hence, A is positivede�nite in L2 [5, Chapter I, Eq. (5.45)]. If no confusion is possible, we use thesame symbol A for the restrictions A and AA0 of A to the respective linearsubspaces [L2(
)]2 � [L2(
)]2 � f0g (for  ) and [L2(
)]n � f0g � [L2(
)]n(for A0) of L2.A weak solution of the boundary-value problem (2.5){(2.7) that satis�esthe initial conditions (2.10) corresponds to a mild solution u 2 L2 of theinitial-value problemdudt +Au = F(t; u(t)) for t > 0; u(0) = u0; (2.13)where F(t; u) = (';F ), ' and F given by Eqs. (2.8) and (2.9), and u0 =( 0;A00). With 12 < � < 1 and u0 2 W1+�;2, a mild solution of (2.13) on [0; T ]is a continuous function u : [0; T ]!W1+�;2, such thatu(t) = e�Atu0 + Z t0 e�A(t�s)F(s; u(s)) ds for 0 � t � T: (2.14)The equation Au = f in L2, where f = (';F ) is any element of L2, isequivalent to a system of uncoupled boundary-value problems,� 1��2� = ' in 
; n � r +  = 0 on @
; (2.15)r�r�A0�!r(r�A0) = F in 
; n �A0 = 0; n� (r�A0) = 0 on @
:(2.16)7



(More precisely, the system of Eqs. (2.15){(2.16) holds in the dual spaceD(Q!)0of D(Q!) with respect to the inner product in L2.) Boundary-value problemsof this type have been studied by Georgescu [6]. Applying his results, weconclude that D(A) is a closed linear subspace of W2;2. Since A is positivede�nite on L2, its fractional powers A� are well de�ned for all � 2 R; theyare unbounded for � > 0. Interpolation theory shows that D(A�) is a closedlinear subspace of W2�;2 for 0 < � < 1.3 ResultsIn this section we present the results of our investigation in the form of threetheorems and a corollary. The proofs of the theorems are given in Section 4.We begin by recalling some relevant results from our earlier article [1].The TDGL equations generate a dynamical process if the data satisfy thefollowing hypotheses:(H1) 
 � Rn (n = 2 or 3) is bounded, with @
 of class C1;1|that is,@
 is a compact (n � 1)-manifold described by Lipschitz-continuouslydi�erentiable charts;(H2)  : @
! R is Lipschitz continuous, with (x) � 0 for all x 2 @
;(H3) !; �; � 2 R are constants, such that 0 < ! < 1, 12 < � < 1, and0 � � < 12(1 � �); and(H4) H 2 L1(0; T ; [W �;2(
)]n) \W 1;2(0; T ; [L2(
)]n) for any T 2 (0;1).The initial-value problem (2.13) has a unique mild solution u 2 C(0; T ;W1+�;2)for any u0 2 D(A(1+�)=2) and any T > 0 [1, Theorem 1]. These mild solutionsgenerate the dynamical process U = fU(t; s) : 0 � s � t � Tg on D(A(1+�)=2)by the de�nition u(t) = U(t; s)u(s); 0 � s � t � T: (3.1)The process U completely describes the dynamics of the TDGL equations. Inthe present article we focus on the large-time asymptotic behavior of U(t; s)as t!1 (s �xed, s � 0) in the special case where the applied magnetic �eldis asymptotically stationary. 8



3.1 Asymptotically Stationary FieldInstead of the hypothesis (H4), we impose the stronger hypotheses(H4') H 2 L1(0;1; [W �0;2(
)]n) for some �0 2 (�; 1), and(H4") @tH 2 L1(0;1; [L2(
)]n) \ L2(0;1; [L2(
)]n).We claim that, under these hypotheses, the applied magnetic �eld H ap-proaches a limit in [W �;2(
)]n as t!1.For any t � s � 0, we haveH(t) =H(s) + Z ts @tH(� ; t0) dt0: (3.2)The integral exists as a Bochner integral in [L2(
)]n. The hypothesis (H4")guarantees that Z 10 �Z
 j@tH(x; t0)j2 dx�1=2 dt0 <1;so the limit H1 = limt!1H(t) (3.3)exists in [L2(
)]n and is given byH1 =H(s) + Z 1s @tH(� ; t0) dt0; s � 0: (3.4)Combining Eq. (3.3) with the hypothesis (H4'), we obtain the same limitingrelation (3.3) in the weak topology on [W �0;2(
)]n and, consequently, in thestrong topology on [W �;2(
)]n, because the imbedding W �0;2(
) ,! W �;2(
)is compact for � < �0, by Rellich's theorem and interpolation.3.2 Large-Time Asymptotic BehaviorGiven the limiting relation (3.3), we compare the large-time asymptotic behav-ior of the solution of the gauged TDGL equations, described by the dynamicalprocess U , with that of the gauged TDGL equations for a superconductor inthe stationary applied magnetic �eld H1,�@ @t = �� i�r+A�2  + i��! (r�A)+�1 � j j2� in 
� (0;1); (3.5)9



@A@t = �r�r�A+ !r(r �A) + J s +r�H1 in 
� (0;1); (3.6)n � r +  = 0; n �A = 0; n� (r�A�H1) = 0 on @
� (0;1):(3.7)The quantity J s is given in terms of  and A by the same expression (1.3) asin the time-dependent �eld case.Equations (3.5){(3.7) de�ne a dynamical system [1]. Before we can in-troduce this dynamical system, we must homogenize the boundary condi-tions (3.7). The homogenization is achieved in the usual way by reformulatingEqs. (3.5){(3.7) in terms of  and a reduced vector potential A0,A0 = A�AH1: (3.8)Here, AH1 is the (unique) solution of the boundary-value problemr�r�AH1 = r�H1 and r �AH1 = 0 in 
; (3.9)n �AH1 = 0 and n� (r�AH1 �H1) = 0 on @
: (3.10)Equations (3.5){(3.7) correspond to the abstract initial-value problemdvdt +Av = G(v(t)) for t > 0; v(0) = v0; (3.11)for a vector v : [0;1)! L2, whose components are  and A0,v = ( ;A0) � ( ;A�AH1): (3.12)The nonlinear function G in Eq. (3.11) stands for the vector G(v) = (�;G),where � � �(v) = 1� ��2i� (r ) � (A0 +AH1)� i� (1 � ��2!) (r �A0) � jA0 +AH1j2 + �1� j j2� i ; (3.13)G � G(v) = J 0s � j j2AH1: (3.14)Here, J 0s = J s( ;A0), as in Eq. (2.9). The vector v0 = ( 0;A0 � AH1)is given, v0 2 D(A(1+�)=2). The solutions of the abstract initial-value prob-lem (3.11) generate a dynamical system S = fS(t) : t � 0g on D(A(1+�)=2) bythe de�nition v(t) = S(t)v0; t � 0; (3.15)see [1, Corollary 2]. The system S completely describes the dynamics of theTDGL equations (3.5){(3.7).The �rst theorem describes how the large-time asymptotic behavior ofU(t; s) (s �xed, s � 0) compares with that of S(t) as t!1.10



Theorem 1 Let " and R be arbitrary positive numbers, and let BR be the ballof radius R centered at the origin in W1+�;2. There exist numbers � > 0,� � 0, and t0 � 0 such that, for any us; vs 2 D(A(1+�)=2) \ BR satisfying theinequality kus � vskW1+�;2 � �, we havekU(t; s)us � S(t� s)vskW1+�;2 � " e�(t�s); (3.16)for all s; t 2 R with t0 � s � t <1.The proof of Theorem 1 is given in Section 4.1.Theorem 1 shows that the dynamical process U is asymptotically au-tonomous; see, for example, [8, Section 3.7, p. 46]. A dynamical processU = fU(t; s) : 0 � s � t < 1g on a Banach space X is asymptotically au-tonomous if there exists a dynamical system S = fS(t) : t � 0g on X with thefollowing property: For arbitrary positive numbers ", R, and T , there existssome t0 � 0 such that kU(s + t; s)u0 � S(t)u0kX � " (3.17)for all u0 2 X with ku0kX � R and for all (s; t) 2 [t0;1)�[0; T ]. Equivalently:For all positive numbers R and T ,kU(s+ t; s)u0 � S(t)u0kX ! 0 as s!1; (3.18)uniformly in (u0; t), for all u0 2 X with ku0kX � R and all t 2 [0; T ].Corollary 1 The dynamical process U = fU(t; s) : 0 � s � t < 1g de�nedin Eq. (3.1) is asymptotically autonomous; its large-time asymptotic limit isthe dynamical system S = fS(t) : t � 0g de�ned in Eq. (3.15). Moreover, if ",R, and T are arbitrary positive numbers, then there exist numbers � > 0 andt0 � 0 such that, for any us; vs 2 D(A(1+�)=2) \ BR satisfying the inequalitykus � vskW1+�;2 � �, we havekU(s+ t; s)us � S(t)vskW1+�;2 � "; (3.19)for all s; t 2 R with t0 � s <1 and 0 � t � T .11



Following [1], we introduce the energy-type functionalE!;H(t)[ ;A] = Z
 "����� i�r+A� ����2 + 12 �1� j j2�2 + 2!(r �A)2+jr�A�H(t)j2i dx+ Z@
  ���� i� ����2 d�(x) (3.20)and its analog withH(t) replaced byH1. SinceH is time dependent, E!;H(t)is not a Liapunov functional for U . However, a slight modi�cation of E!;H(t)gets us closer to a Liapunov functional. Indeed, from [1, Lemma 1] we havethe inequalityE1=2!;H(t) � P (t) � E1=2!;H(s) � P (s) for 0 � s � t <1; (3.21)where the function P , de�ned by the expressionP (t) = Z t0 �Z
 j@tH(x; t0)j2 dx�1=2 dt0 for t � 0; (3.22)is bounded for all times, because of the hypothesis (H4"). Hence, the quantity�E1=2!;H(t) � P (t)�2 plays the role of a Liapunov functional.Theorem 2 The dynamical process U de�ned in Eq. (3.1) and the dynamicalsystem S de�ned in Eq. (3.15) have the following properties:(i) E!;H1 is a Liapunov functional for S in the sense of [7, Chapter VII,De�nition 4.1].(ii) The functional E!;H(t) satis�es the inequality (3.21), where the functionP , de�ned in Eq. (3.22), is bounded for all times.(iii) The orbit of each u0 2 D(A(1+�)=2) under U(s + t; s) (s �xed, s � 0) andS(t), t � 0, has compact closure in W1+�;2.(iv) The omega-limit set of each u0 2 D(A(1+�)=2) under U(s + t; s) (s �xed,s � 0) and S(t), t � 0, is a nonempty compact connected set of divergence-freeequilibria for S. 12



The proof of Theorem 2 is given in Section 4.2.We need to distinguish the omega-limit sets for the dynamical processU(s + t; s) (s �xed, s � 0) from those for the dynamical system S(t) ast!1. We do so by subscripting the former, which depend on the choice ofs. Thus, for s � 0 and u0 2 D(A(1+�)=2) �xed, we denote the omega-limit setof the orbit fU(s+ t; s)u0 : t � 0g in D(A(1+�)=2) by !s(u0),!s(u0) = \t0�0 fU(s+ t; s)u0 : t � t0g;where the closure is taken in W1+�;2, and keep the notation !(u0) for theomega-limit set of the orbit fS(t)u0 : t � 0g. It follows from the identityU(�; t)U(t; s) = U(�; s) for 0 � s � t � � < 1 that !t(U(t; s)u0) = !s(u0)whenever 0 � s � t <1 and u0 2 D(A(1+�)=2).An attractor for the dynamical process U is the omega-limit set of one ofits open neighborhoods B in D(A(1+�)=2),!(B;U) = \t0�0 [s�0; t�t0 U(s+ t; s)B;where the closure is taken inW1+�;2. An attractor is called a global attractor ifit attracts all its open bounded neighborhoods. Notice that, for the dynamicalsystem S, !(B;S) = \t0�0 [t�t0 S(t)B:The existence of a global attractor AS for S follows from [1, Corollary 2 andTheorem 3]; see [8, Theorem 3.4.8] and [9, Theorem 4.4]. The existence of aglobal attractor AU for U follows from [1, Corollary 2] and Theorem 2 of thepresent article; see [8, Theorem 3.7.2] and [9, Theorem 4.4].Our �nal theorem shows that the dynamical process U and the dynamicalsystem S have the same global attractor.Theorem 3 The dynamical process U = fU(s + t; s) : s; t � 0g has a globalattractor, AU ; the dynamical system S = fS(t) : t � 0g has a global attractor,AS. The two global attractors coincide. If the set E of all stationary pointsof S is discrete, then AU = AS is the union of E and the heteroclinic orbitsbetween points of E.The proof of Theorem 3 is given in Section 4.3.13



4 ProofsBefore we give the proofs of the theorems, we recall some general properties ofthe fractional powers of the operator A de�ned in Eq. (2.12) and the semigroupgenerated by �A; cf. [4].The fractional powers A� of the second-order elliptic di�erential operatorA de�ned in Eq. (2.12) are well de�ned for all real �. They are unbounded for� > 0. The domain D(A�) is a closed linear subspace of W2�;2 for 0 < � < 1;hence, C�(0; T ;D(A�)) is a closed linear subspace of C�(0; T ;W2�;2) for thisrange of values of �. Furthermore, for 32 < � � 2 (and n = 2 or 3), the traces ofr ,A, and r�A belong to the spaces [W ��3=2;2(@
)]2n, [W ��1=2;2(@
)]n, and[W ��3=2;2(@
)]n, respectively, and satisfy the boundary conditions speci�ed inEqs. (2.15) and (2.16). Similarly, the applied vector potential AH and its curlr�AH satisfy the boundary conditions (2.3) if H 2 [W ��1;2(
)]n.The semigroup generated by �A satis�es the inequalitykA�=2e�AskL2 � Cmaxfs��=2; 1g e��1s for 0 < s <1; (4.1)where the positive constant C does not depend on s and �1 denotes the �rst(smallest) eigenvalue of A in L2; see [4, Theorem 1.4.3]. Note that �1 � 0.4.1 Proof of Theorem 1Proof. The proof is based on Gronwall's lemma aplied to the initial-valueproblem (4.4) in the space C([s;1);W1+�;2) for s �xed, s � 0.Given any �xed s � 0 and any two vectors us; vs 2 D(A(1+�)=2), we setu(t) = U(t; s)us and v(t) = S(t � s)vs for all t � s. Thus, u and v are the(unique) mild solutions of the initial-value problemsdudt +Au = F(t; u(t)) for t > s; u(s) = us; (4.2)and dvdt +Av = G(v(t)) for t > s; v(s) = vs; (4.3)in L2, respectively. Here, F(t; u) = (';F ), with ' and F given by Eqs. (2.8)and (2.9), and G(v) = (�;G), with � and G given by Eqs. (3.13) and (3.14).We set h(t) =H(t)�H1 and Ah(t) = AH(t) �AH1 for t � 0, omittingthe argument (t) if no confusion is possible. Note that the mapping h 7! Ah14



is linear, time independent, and continuous from [W �;2(
)]n to [W 1+�;2(
)]nfor 0 � � � 1; see [1, Lemma 4].We give  and A0 a subscript to indicate whether they are componentsof u or v,u = ( u;A0u) = ( u;Au �AH); v = ( v;A0v) = ( v;Av �AH1):Thus,  u and Au satisfy Eqs. (1.10){(1.12),  v and Av Eqs. (3.5){(3.7). Wedenote the di�erence w = u� v and use the same subscript convention for thecomponents of w,w = ( w;A0w) = ( u �  v;A0u �A0v) = ( u �  v;Au �Av �Ah):Subtracting Eq. (4.3) from Eq. (4.2), we �nd that w satis�es the initial-valueproblem dwdt +Aw = H(t; w(t)) for t > s; w(s) = us � vs; (4.4)in L2, whereH(t; w) = H1(t; u; v)w+H2(t; u; v)h+ (0;�A@tH) : (4.5)The �rst term on the right-hand side is linear in the components of w,H1(t; u; v)w = ('1(t; u; v)w;F 1(u; v)w) ;where '1(t; u; v)w = 1� ��2i� [(r w) � (A0v +AH1) + (r u) �A0w]� i� (1 � ��2!) [ w(r �A0v) +  u(r �A0w)]� wjA0v +AH1 j2 �  uA0w � (A0u +A0v +AH +AH1)+ �1 � j uj2 � j vj2� w �  u v �wi ;F 1(u; v)w = 12i� [ �ur w +  �wr v �  ur �w �  wr �v]�( w �v +  u �w)(A0v +AH1)� j uj2A0w:(The explicit dependence of '1 on t is caused by the term AH.) The secondterm on the right-hand side of Eq. (4.5) is linear in h,H2(t; u; v)h = ('2(t; u; v)h;F 2(u)h) ;15



where '2(t; u; v)h = 1� ��2i� r u �  u(A0u +A0v +AH +AH1)� �Ah;F 2(u)h = �j uj2Ah:The last term on the right-hand side of Eq. (4.5) accounts for the time depen-dence of H; it is linear in @tH.Let BR be the ball of radius R centered at the origin inW1+�;2. We claimthat the mapping w 7! H1(t; u; v)w : W1+�;2 ! L2 is uniformly bounded forall t � s and all u; v 2 BR. The claim is proved by estimating each term inH1(t; u; v)w separately. For example,k �ur wkL2 � k ukL1k wkW 1;2 � CkwkW1+�;2;where C is a positive constant, which depends only on R. Similar estimateshold for the other terms, sokH1(t; u; v)wkL2 � CkwkW1+�;2 for t � s; (4.6)for all u and v in BR, where C is a positive constant, which depends on R,but not on s or t. The norms of H2(t; u; v)h and A@tH are readily estimated,kH2(t; u; v)hkL2 � CkhkW�;2 for t � s; (4.7)kA@tHkW 1;2 � Ck@tHkL2 for t � s; (4.8)where, again, the positive constants C depend on R, but not on s or t.Take any t � s. From Eqs. (4.4) and (4.5) we obtain the inequalitykw(t)kW1+�;2 � ke�A(t�s)(us � vs)kW1+�;2+ Z ts e�A(t�t0)H1(t0; u(t0); v(t0))w(t0)W1+�;2 dt0+ Z ts e�A(t�t0)H2(t0; u(t0); v(t0))h(t0)W1+�;2 dt0+ Z ts e�A(t�t0) (0;�A@tH(t0))W1+�;2 dt0:Keeping in mind the inequality (4.1), we apply the estimates (4.6){(4.8) andconclude that kw(t)kW1+�;2 � C1 e��1(t�s) kus � vskW1+�;2+C2 Z ts maxf(t� t0)�(1+�)=2; 1g e��1(t�t0) kw(t0)kW1+�;2 dt016



+C3 Z ts maxf(t� t0)�(1+�)=2; 1g e��1(t�t0) kh(t0)kW�;2 dt0+C4 Z ts maxf(t� t0)�(1+�)=2; 1g e��1(t�t0) k@tH(t0)kL2 dt0: (4.9)Here, C1 through C4 are positive constants, which depend on R, but not on sor t.To obtain an upper bound for kw(t)kW1+�;2 , t � s, we take a number � > 0to be determined later and de�ne the function f on [s;1) by the expressionf(t) = supt02[s;t]�kw(t0)kW1+�;2 e�(���1)t0� for t � s:Given any number  2 (0; 1), we also introduce the convolution kernelk(s0) = maxf(s0)�; 1ge�(���1)s0 for s0 � 0:Then there exists, for every p with 1 � p < 1=, a positive constant C;p,which does not depend on � (� > 0), such that�Z 10 k(s0)p ds0�1=p � C;p��(1=p) for all � > 0: (4.10)Applying H�older's inequality to the various integrals in (4.9) and using theinequality (4.10), we obtain the estimatef(t) � C1kus � vskW1+�;2 e�(���1)s+��(1��)=2(C(1+�)=2;1 "C2f(t) + C3 supt02[s;t] �kh(t0)kW�;2 e�(���1)t0�#+C4C�=2;2�Z ts k@tH(t0)k2L2 e�2(���1)t0 dt0�1=2) for t � s: (4.11)We take � > 0 su�ciently large that � � �1 and C2C(1+�)=2;1��(1��)=2 � 12.Then it follows from the inequality (4.11) thatf(t) � C "kus � vskW1+�;2 e�(���1)s + supt02[s;t] �kh(t0)kW�;2 e�(���1)t0�+�Z ts k@tH(t0)k2L2 e�2(���1)t0 dt0�1=2# for t � s;where the positive constant C depends on R, but not on s or t. This estimatecan be rewritten askw(t)kW1+�;2 � C hkus � vskW1+�;2 e(���1)(t�s)17



+ supt02[s;t] �kh(t0)kW�;2 e(���1)(t�t0)�+�Z ts k@tH(t0)k2L2 e2(���1)(t�t0) dt0�1=2# for t � s: (4.12)Hence, kw(t)kW1+�;2 � Ce(���1)(t�s) "kus � vskW1+�;2 + supt0�s kh(t0)kW�;2+�Z 1s k@tH(t0)k2L2 dt0�1=2# for t � s: (4.13)The desired inequality (3.16) follows from (4.13) if we choose simultaneously� > 0 su�ciently small and t0 � 0 su�ciently large that� + supt0�t0 kh(t0)kW�;2 + �Z 1t0 k@tH(t0)k2L2 dt0�1=2 � "C :Hypotheses (H4') and (H4") guarantee that such a choice is possible.4.2 Proof of Theorem 2Proof. (i) See [1, Theorem 3(i)].(ii) See [1, Lemma 1].(iii) See [1, Theorem 3(ii)] for S. It remains to prove (iii) for U .The functional E!;H(t)[ ;A] de�ned in Eq. (3.20) is coercive on W1;2;see [5, Chapter I, Eq. (5.45)]. Given a weak solution ( ;A) of the gaugedTDGL equations, we let E!(t) � E!;H(t)[ (t);A(t)]. The function E! isbounded on [0;1), because of the inequality (3.21) and the hypothesis (H4").Its coercivity property then implies 2 L1(0; T ; [W 1;2(
)]2) and A 2 L1(0; T ; [W 1;2(
)]n):Also, AH 2 L1(0;1; [W 1;2(
)]n), because of the hypothesis (H4'). Hence,u = ( ;A0) 2 L1(0;1;W1;2), which shows the boundedness of the orbit ofeach u0 2 D(A(1+�)=2) in W1;2.We improve this regularity result by taking advantage of the smoothingaction of the semigroup e�At; see the proof of global existence in [1, Theorem 1].18



We �rst treat A0 and then use the result to improve the regularity of  .Each term in F , which has been de�ned in Eq. (2.9), needs to be estimatedseparately. The smoothing action of e�At applied to the term @tAH yields theintegral JH(t) = Z t0 e�A(t�s) (0;A@tH(s)) ds:Making use of hypothesis (H4"), one shows that JH : [0;1) 7! [W 1+�;2(
)]nis a bounded continuous function; see [1, Lemma 5]. The remaining terms inF are estimated in a standard way. For example,k �r kL2 � k kL1k kW 1;2 � CkukW1;2:Here, C = maxf1; k 0kL1g, which is independent of  . Similar estimates holdfor the other terms in F , so F 2 L1(0;1; [L2(
)]n). Therefore,�t 7! Z t0 e�A(t�s)F (s) ds� 2 L1(0;1; [W 1+�;2(
)]n);so A0 2 L1(0;1; [W 1+�;2(
)]n).Next, we improve the regularity of  , which has been de�ned in Eq. (2.8).Again, each term in ' needs to be estimated separately. For example,k(r ) � (AH +A0)kL2 � k(r ) �AHkL2 + k(r ) �A0kL2 ;where k(r ) �AHkL2 � kr kL2kAHkL1 � CkukW1;2kAHkW 1+�;2and k(r ) �A0kL2 � kr kL2kA0kL1 � CkukW1;2kA0kW 1+�;2 :(To obtain the last estimate, we used the Sobolev imbedding theorem.) Similarestimates hold for the other terms in ', so ' 2 L1(0;1; [L2(
)]2), and, there-fore,  2 L1(0;1; [W 1+�;2(
)]2). Hence, u = ( ;A0) 2 L1(0;1;W1+�;2),which shows the boundedness of the orbit of each u0 2 D(A(1+�)=2) inW1+�;2.The compactness of the orbit closure is an immediate consequence of theboundedness and [1, Corollary 2].(iv) See [1, Theorem 3(iii)] for S. It remains to prove (iv) for U .Let s � 0 be �xed. It follows from (iii) that the omega-limit set !s(u0) ofeach u0 2 D(A(1+�)=2) under U(s+ t; s), t � 0, is nonempty and compact. Weprove by contradiction that !s(u0) is connected.19



Suppose !s(u0) is not connected. Then !s(u0) = K1 [K2, where K1 andK2 are compact and disjoint. Hence, there exist two disjoint open neighbor-hoods N1 and N2 of K1 and K2, respectively, in D(A(1+�)=2) and t0 � 0, suchthat U(s+ t; s)u0 2 N1 [ N2 for all t � t0. But fU(s + t; s)u0 : t � t0g, beingthe image of the interval [t0;1), is connected, so we have a contradiction.The proof that the omega-limit set !s(u0) of u0 2 D(A(1+�)=2) consistsexclusively of equilibrium points for S parallels [7, Chapter VII, proof of The-orem 4.1]. We denote u(t) = U(s+ t; s)u0 and introduce the function E,E(t) = �E1=2!;H(t) � P (t)�2 for t � 0; (4.14)where P (t) is given by Eq. (3.22). Equation (3.21) implies that E(s+t) � E(s)for s � 0 and t � 0. Moreover, the limit E1 = limt!1 E(t) exists and is�nite, by hypothesis (H4"). Next, we take advantage of the continuity ofthe Liapunov functional (t; v) 7! E1=2!;H(t)[v] and t 7! P (t), combine it withCorollary 1, and let s ! 1. Thus, for all w = ( ;A � AH) 2 !s(u0) andt � 0, we have E!;H1 [S(t)w] = E!;H1 [w] = (E1=21 + P1)2;where P1 = limt!1 P (t) <1. The remainder of the proof is standard; see [7,Chapter VII, proof of Theorem 4.1].If w = ( ;A�AH) 2 !s(u0), then E![S(t)w] = E![w] for all t > 0, andthe same argument as in [1, proof of Theorem 3(iii)] leads to the conclusionthat !(r �A) = 0 in 
. Because ! > 0, it follows that r �A = 0.4.3 Proof of Theorem 3Proof. We take an arbitrary open bounded set B in D(A(1+�)=2) satisfyingAU [ AS � B. The proof of the identity AU = AS consists of two parts.(i) AS � AU . From Eq. (3.18) we deduce thatS(t)B � [s�0U(s + t; s)B for every t � 0:Therefore, [t�t0 S(t)B � [t�t0 [s�0U(s+ t; s)B � [s�0; t�t0 U(s+ t; s)B;20
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