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{ 2 {FLASH is a modular, adaptive mesh, parallel simulation ode apable of handling ompress-ible, reative ows in astrophysial environments. It uses a ustomized version of the PARAMESHlibrary (MaNeie et al. 2000) to manage a blok-strutured adaptive grid, plaing resolution el-ements only where needed in order to trak ow features. The ompressible Euler equations aresolved using an expliit, diretionally split version of the pieewise-paraboli method (Colella &Woodward 1984), whih allows for general equations of state using the method of Colella & Glaz(1985). An equation of state appropriate to stellar interiors is implemented using a thermody-namially onsistent table lookup sheme (Timmes & Swesty 1999). Soure terms for thermonu-lear reations are solved using a semi-impliit time integrator oupled to a sparse matrix solver(Timmes 1999). FLASH is implemented in Fortran 90 and uses the Message-Passing Interfae li-brary to ahieve portability. Further details onerning the algorithms used in the ode, the ode'sstruture, and results of veri�ation tests may be found in Fryxell et al. (2000).The simulation desribed in this paper is of the propagation of a detonation front throughstellar material. This partiular problem was seleted beause it exerises most of the modules inthe FLASH ode, and thus gives a good representation of the performane of the entire ode ratherthan a small subset of it. This problem is astrophysially important beause it helps us determinehow a supernova explodes, and thus aids in our understanding of the origin and evolution of thehemial elements. This simulation is also a omputationally hallenging beause of the multiplelength sales involved. A full supernova simulation would need to over the 10�5 m length saleof the burning front to the 109 m sale of the star. In our model we fous on an intermediaterange of spatial sales. The �nest uniform meshes that an be run on the largest omputers do notprovide suÆient spatial resolution to answer some of the basi questions even at the intermediaterange of length sales. By using adaptive mesh tehnology, the simulations desribed in this paperover both the largest domain and the �nest spatial resolutions ever onduted to date for this typeof appliation.In this paper we desribe an eÆient implementation of an adaptive mesh re�nement pakageon massively parallel omputers. Also overed is spei� optimization and tuning on individualphysis modules of the ode in order to ahieve good performane and salability. We presentperformane results on ASCI Red using thousands of proessors.2. Adaptive Mesh Tehniques on Parallel ArhiteturesAdaptive mesh re�nement (AMR) o�ers the opportunity to make progress over uniform meshesby allowing for higher spatial resolution and/or larger problem domains. However, AMR introduesmany of its own issues. Data loation in memory hanges dynamially as the ow evolves. Theresulting frequent redistribution of data dramatially inreases interproessor ommuniation. Thisredistribution must be done in suh a way as to maintain load balaning and data loality. Also,in order to ahieve suÆient adaptivity the data must be divided into small bloks, resulting ina larger surfae to volume ratio, further inreasing the ommuniation osts. Finally, there is a



{ 3 {omputational overhead in heking the re�nement riteria. These issues need to be arefully on-sidered and addressed to ensure the potential gain of AMR is not o�set by its additional overhead,partiularly on massively parallel omputers.There are a number of di�erent approahes to AMR in the literature. Most AMR treatmentshave supported �nite element models on unstrutured meshes (e.g. L�ohner 1987). These mesheshave the advantage of being easily shaped to �t irregular boundary geometries, though this isnot an issue for the vast majority of astrophysial problems. Unstrutured meshes also require alarge amount of indiret memory referening, whih an lead to relatively poor performane onahe-based arhitetures. Khokhlov (1997) has developed another strategy that re�nes individualCartesian grid ells and manages the hierarhy as elements of a tree. This approah an produevery exible adaptivity, in the same way that �nite-element AMR does. It also avoids the guardelloverhead assoiated with the blok strutured approahes disussed below. However, the irregularmemory referening and expensive di�erene equation updates may be expeted to produe slowlyexeuting ode. Khokhlov (1997) quotes a speedup for this ode of roughly a fator of 15 in timeto solution when ompared to a uniform mesh ode. However, no detailed performane numbersare given and the ode was only run on a small number of proessors (16 proessors of a CRAYJ90). We note that the speed inrease of an AMR ode over its uniform mesh ounterpart is highlyproblem dependent.PARAMESH falls into a third lass known as blok-strutured AMR. Berger and o-workers(Berger 1982, Berger & Oliger 1984, Berger & Colella 1989) have pioneered these algorithms, usinga hierarhy of logially Cartesian grids to over the omputational domain. This approah is exibleand memory-eÆient, but the resulting ode is omplex and an be diÆult to parallelize eÆiently.Quirk (1991) and De Zeeuw & Powell (1993) implemented simpli�ed versions whih develop thehierarhy of nested grids by biseting bloks in eah oordinate diretion and linking the hierarhyas the nodes of a data-tree.Most of these AMR shemes have been developed within appliation odes to whih theyare tightly oupled. Some have been distributed as pakages, with HAMR (Neeman 1999) andAMRCLAW (LeVeque & Berger 2000) being uniproessor examples. We are urrently aware ofthree publially available pakages whih support the blok strutured lass of AMR on parallelmahines; DAGH (Parashar 1999), AMR++ (Quinlan 1999), and SAMRAI (Kohn et al. 1999).All these pakages use guardells at blok boundaries as a means of ommuniating informationfrom surrounding bloks. Little performane information is available for these pakages, and theirsaling properties on thousands of proessors has not, to our knowledge, been disussed. TheDAGH, AMR++, SAMRAI, and PARAMESH pakages are similar in many respets but do havesome di�erenes. Perhaps the most signi�ant di�erene is that DAGH, AMR++, and SAMRAIare designed in terms of highly abstrated data and ontrol strutures. PARAMESH is designedwith muh less abstration, resulting in a shorter learning urve and permitting a tight integrationof PARAMESH with FLASH. These di�erenes will have some impat on the exeution speed ofeah pakage on a given parallel mahine.



{ 4 {3. PARAMESH: Algorithms, Implementation, and OptimizationThere are two ritial data strutures maintained with Fortran 90 in FLASH, one to storethe model solution and the other to store the tree information desribing the numerial grid. Thesolution data may be ell-entered or fae-entered, although FLASH at present uses only ell-entered data. A hierarhy of 1D, 2D, or 3D bloks are built and managed with a tree struture(quad-tree in 2D or ot-tree in 3D).Eah blok has nxb�nyb�nzb ells and a presribed number of guardells at eah boundary.The pieewise-paraboli method used by FLASH for the ompressible hydrodynamis requires 4guardells at eah boundary. These guardells are �lled with data from neighboring bloks or byevaluating the presribed boundary onditions. The guardell �lling algorithm involves three steps.First, the data at \leaf" bloks are restrited (i.e. interpolated) to the parent blok. Seond,all bloks that are leaf bloks, or are parents of leaf bloks, exhange guardell data with anyneighboring bloks they might have at the same level of re�nement. Third, guardell data of theparents of leaf bloks is prolongated to any hild blok's guardells that are at a jump in re�nement.These steps involve interproessor ommuniation if the bloks whih are exhanging data lie ondi�erent proessors. The message is paked suh that only the neessary data (using MPI deriveddata types) is exhanged between the sending and reeiving bloks. Within a blok struturedform of AMR, these messages are quite large and easily overome message lateny onerns. Forexample, we typially have 24 variables per grid ell (inluding 13 nulear isotopes) and 4 guardellson eah side of an 8 � 8 � 8 blok. This results in a message of size 24 � 4 � 8 � 8 � 8 bytes �50 kbytes while �lling guardells with adjaent bloks having the same spatial resolution. One allthe guardells of a blok are �lled, the solution on that blok an be advaned independently ofany other bloks.Requiring that all grid bloks have an idential logial struture may, at �rst sight, seem in-exible and therefore ineÆient. However, this approah has two advantages. First, the logialstruture of the ode is onsiderably simpli�ed, whih is a major onern in developing and main-taining robust parallel software. Seond, the data-strutures are de�ned at ompile time, whihgives modern ompilers a better opportunity to manage ahe use and extrat superior performane.Eah blok is re�ned by halving the blok along eah dimension and reating a set of newsub-bloks. Eah sub-blok has a resolution twie that of the parent blok, and �ts exatly in theborders of the parent blok. Independent of any re�nement riteria, there may be a jump of onlyone level of re�nement aross adjaent bloks. This restrition simpli�es the data strutures, andontributes to the stability of the onservative hydrodynamis algorithm operating on eah blok.For ux onservation at jumps in re�nement, the mass, momentum, energy, and omposition uxesaross the �ne ell faes are added and provided to the orresponding oarse fae on the neighboringblok.When a blok is re�ned, its new hild bloks are temporarily plaed at the end of its proessor'stree list. When a blok is de-re�ned, sibling bloks are simply removed from the tree struture.



{ 5 {

Fig. 1.| The Morton spae �lling urve for an arbitrary set of bloks of varying spatial resolution.Memory loations of those bloks are overwritten by paking the list of remaining on-proessorbloks. After all re�nements and de-re�nements are ompleted, the redistribution of bloks isperformed using a Morton spae-�lling urve (Warren & Salmon 1987). Using a work-weightedMorton urve addresses the issues of load balaning and data loality. Suh a Morton urve is shownin Figure 1. Other spae-�lling urves, whih in priniple have better spatial loality properties(Hilbert and Peano urves; Sagan 1994), have been tried in the FLASH ode with no measurableimprovement in performane. Additional possibilities suh as graph algorithms or partial orderingshave not yet been investigated.The Morton number is omputed by interleaving the bits of the integer oordinates of eahblok. The Morton-ordered list does not require a global sort. We have hosen our Morton orderingsuh that no pattern of re�nement or de-re�nement an result in a blok with a Morton numberlower than its parent nor larger than the Morton number of its neighbor. Thus, a global sortto restore a Morton ordered-list is unneessary, and the re-distribution an be done entirely withloal sorts and nearest-neighbor ommuniations. Eah blok is then assigned a work value thatan hange as a funtion of time and/or position and is used to weight the bloks. The total list,in Morton order, is ut into a number of sublists equal to the number of proessors, suh thateah sublist has roughly the same amount of work. Bloks of data are then moved to their newproessors. This re-distribution step is only done if re�nement or de-re�nement ours.For high resolution simulations with time-dependent, omplex features, re�nement and de-re�nement our at eah test. At one extreme, in a steady-state, planar detonation front thetotal number of bloks remains fairly onstant; new bloks are reated ahead of the front andremoved behind the front. At the other extreme, in a spherial shok front the total numberof bloks inreases as the square of the radius. The number of bloks that are re-distributed is



{ 6 {highly dependent on the problem and the number of proessors. If a lot of re�nement is done ina small region then there is onsiderable re-distribution. If the bloks are relatively evenly spreadthroughout the volume, then there is little re-distribution. Our three-dimensional arbon detonationsimulation features a planar front with an extended reation zone, and on average transfers 65% ofthe mesh during the re-distribution step.The riteria for re�ning a blok are user-de�ned. We presently use a normalized seond deriva-tive (L�ohner 1987). While the frequeny of testing for re�nement is an adjustable parameter, itis important to ensure that ow disontinuities are deteted by a blok before they move into theinterior ells of that blok. For prodution run simulations, we test for re�nement every 4 timesteps.Examining the seond derivative of the density, pressure and temperature is suÆient to guaranteean aurate solution to the detonation problem.To organize the bloks aross a multiproessor mahine, eah blok is stored at one of the nodesof a fully linked tree data struture. Eah node stores its parent blok, any hild bloks it mighthave, and a list of its neighboring bloks. The list stores indies of abutting bloks at the same levelof re�nement in the north, south, east, west, up and down diretions. If a neighboring blok doesnot exist at the same level of re�nement, a null value is stored. If a blok is loated at a boundaryof the omputational domain, the neighbor link in that diretion is given a value to indiate thetype of boundary ondition. All the tree links of the hildren, parents and neighbors are storedas integers that indiate a loal identi�ation into a proessor's memory. A seond stored integerindiates on whih proessor that hild, parent, or neighbor is loated. The x; y; z oordinates andbounding box information for eah blok at eah node in the tree are also stored.An example of a two-dimensional domain and its tree struture is shown in Figure 2. The leafbloks ontain the urrent solution. The 8�8 interior ells within eah blok are also shown. Are�ned blok has a ell size a fator of two smaller than its parent. The number near the enter ofeah blok is its Morton number. The symbols in the tree indiate on whih proessor the blokwould be loated on a four-proessor mahine. As bloks are re�ned or de-re�ned, the tree linksare reset aordingly.For large numbers of bloks and proessors, maintenane of the tree struture is potentiallythe most ommuniations-intensive part of the FLASH ode. The aumulated lateny assoiatedwith the many small messages that must be sent to update the neighbor list reates a signi�antommuniations overhead, omparable to the overhead of the large messages sent in the redistribu-tion of entire bloks. Some mahine arhitetures ameliorate the worst e�ets of this overhead. Forexample, ASCI Red has low lateny for small messages, and the interonnet speed is well balanedto the proessor speed. Regardless, we pak messages whenever possible to redue overhead.Finally, an additional performane improvement ame from removing as many expliit barrierommands as possible. PARAMESH was originally developed for the Cray T3E and took advantageof one-sided puts and gets of the SHMEM library. Expliit barrier ommands, whih are veryinexpensive on the T3E, were required to ensure the safety of data transfers. Removing extraneous
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13 15 16 17Fig. 2.| A simple set of bloks whih over a �xed domain.barrier ommands when porting PARAMESH from SHMEM to MPI improved the saling by morethan a fator of two on ASCI Blue Pai� with 512 proessors. A larger number of proessors wasrequired on ASCI Red to ahieve the same saling improvement.4. Tuning of Physis KernelsThe exeution time of FLASH on the astrophysial problems of interest is dominated byomputations of ompliated loal physis { the equation of state and nulear reation networks.In our arbon detonation alulations we require about 45,000 oating-point operations per ell pertimestep, 95% of whih are taken up by the physis kernels. The remaining 5% are taken up by therequisite interpolation for blok reation/destrution and re�nement heking. When setting up aproblem, we selet the smallest number of proessors that allow the problem to �t in memory. Forour arbon detonation simulations on ASCI Red, 60% of the exeution time on 6400 proessors isspent on omputation; for fewer proessors the omputation to ommuniation ratio is even larger.Thus, single proessor optimizations an yield a signi�ant performane inrease. In addition, wealso address ommuniation osts by minimizing the surfae area for guardell exhanges, whihis the largest interproessor ommuniation in FLASH. Near-perfet load balane is ahieved byburning all of the bloks. As the number of bloks per proessor inreases, the omputationto ommuniation ratio also inreases, dereasing the time to solution. Optimal performane is



{ 8 {ahieved by running the alulation on the smallest number of proessors possible for the memoryrequirement of the alulation.Our �rst pass at optimization resides in the domain of single proessor tuning. Often thismeant replaing multiple divides by multipliations of the inverse, making as many array boundsknown at ompile time as possible, removing extraneous memory opies, and expressing operationsinvolving a multiply followed by an add as a multiply-add instrution, sine some of the ASCIplatforms implement this instrution in hardware. All the arrays in FLASH were designed tohave unit stride loop indies and have the �rst index be the loop index in order to ahieve goodahe performane with Fortran. Vendor supplied libraries for exponentials, logarithms, and powerfuntions were invoked when available. The loss of auray in using these platform-tuned librariesis typially in the last bit, whih is not signi�ant for our alulations. Tuning of the physis kernalsinreased the single proessor performane from 30 MFLOPS to 60 MFLOPS on ASCI Red.The equation of state is the most time onsuming routine in our arbon detonation simulations,aounting for � 25% of the total run time. This expense is primarily due to the large number oftimes the equation of state routine is alled, either for ensuring onsisteny of the hydrodynamiswith the thermodynamis, maintaining thermodynami onsisteny in the guardells, or updatingthe thermodynami state after a thermonulear burn (or any other energy soure term) has beenalled. The stellar equation of state implements a thermodynamially onsistent table lookupsheme (Timmes & Swesty 1999). There are nine hashed, retangular tables whih onsume a totalof � 1 Mbyte of memory. Eah table is two-dimensional and stores the Helmholtz free energy orone of its derivatives as a funtion of temperature and density. Simple saling laws aount fordi�erenes in omposition and avoid the use of many three-dimensional tables. Sine the reativeuid equations evolve the density and internal energy, a Newton iteration is required to �nd thetemperature. Storing the tables as a funtion of density and internal energy is not desirable, asthe tables annot be hashed and the simple ompositional saling laws would be lost. Finally, ourstellar equation of state routine is vetorized, whih boosts performane by taking advantage of thelarge CPU to L1/L2 ahe bandwidth. The longer the vetor, the larger the performane boost.Wherever possible, we map a blok of data into a one-dimensional vetor and exeute the equationof state over the entire blok. Our implementation of the equation of state is the most eÆientwe are aware of (97 MFLOPS on a single proessor of ASCI Red), yet yields the auray that werequire (Timmes & Arnett 1999). Our single proessor tuning of the equation of state dereasedthe exeution time by 20% when alled for a 8 � 8 � 8 blok.Integration of the sti� ordinary di�erential equations that represent the nulear reation net-work is omparable in ost to the equation of state. This ost is primarily due to evaluating 110analytial nulear reation rates, whih ontain numerous exponential and power funtion alls, andassembling the ompliated right hand sides of the di�erential equations. Evaluating the reationrates for the 13 isotopes in the reation network is twie the ost of suessfully integrating the ordi-nary di�erential equations with a variable order, semi-impliit method (Timmes 1999). We used theGIFT program for the linear algebra portion of the integration. GIFT is a program whih generates



{ 9 {Fortran subroutines for solving a system of linear equations by Gaussian elimination (Gustafson,Liniger, & Wiloughby 1970; M�uller 1997). GIFT-generated routines skip all alulations with ma-trix elements that are zero; in this sense GIFT-generated routines are sparse, but the storage of afull matrix is still required. GIFT assumes diagonal dominane of the pivot elements and performsno row or olumn interhanges. GIFT writes out (in Fortran) the sequene of Gaussian eliminationand baksubstitution without any do loop onstrutions over the matrix elements. As a result, theroutines generated by GIFT an be quite large. However, for small matries the exeution speed ofGIFT-generated routines on nulear reation networks is faster than all dense or sparse pakagesthat we tested (Timmes 1999). The GIFT-generated routines were hand optimized, by removingunneessary divides, to ahieve better single proessor performane. Our single proessor tuningof the nulear reation networks dereased the exeution time by 30% when alled for a single ell.The third most expensive module in this alulation is the Eulerian hydrodynami solver,whih onsumes � 20% of the total run time. This expense is mainly due to the omplexity ofthe pieewise-paraboli method. While expensive, the method allows aurate solutions with fewergrid points, whih improves the time to solution. The hydrodynamis module operates on one-dimensional vetors with unit stride for optimal memory aess and ahe performane. Goodperformane is also insured by using bloks small enough to �t entirely inside ahe, and aessingthe PARAMESH data strutures diretly to eliminate unneessary, expensive memory opies.5. Performane of the CodeOur benhmark arbon detonation alulations were performed on ASCI Red, whih onsistsof 3212 nodes in its large on�guration, eah of whih ontains two 333 MHz Intel Pentium IIproessors with Xenon Core tehnology and 256 Mbytes of shared memory. Performane wasmeasured using the perfmon library whih aess the hardware ounters. Hardware ounters wereushed at the start of eah timestep and read at the end. We report on the performane for 64 bitarithmeti beause the range of magnitudes spanned by the energies and reation rates exeeds therange of 32 bit arithmeti.Our benhmark alulation is a three-dimensional simulation of a burning front propagatingthrough stellar material. This simulation has importane for supernova models, sine it may sig-ni�antly a�et the evolution of the hemial elements produed in the explosion. The size of theomputational domain of the simulations we present is 12.8 � 256.0 m in two dimensions, and12.8 � 12.8 � 256.0 m in three dimensions. We varied the maximum spatial resolution from 0.1to 0.0125 m.Although interesting physis ours in only a small portion of the domain at any given time,having a large domain is neessary for obtaining reliable answers. For example, there is a naturalevolution from the initial onditions to the steady state. Other possible approahes to modelingthis appliation su�er from various numerial errors. A moving referene frame with a stationary



{ 10 {detonation front is prone to well-known errors assoiated with slowly-moving shoks. Having aonstant number of ells suh that grid is added ahead of the detonation front and removed behindthe front su�er from not satisfying the boundary onditions. The desirability of using a largedomain makes this appliation a prime andidate to bene�t from an eÆient implementation ofAMR.These arbon detonation alulations on a uniform mesh would be prohibitively expensive interms of the required CPU time, memory, and disk spae. The �nest resolution would require1024 � 20,480 � 21 million ells in two dimensions. In three dimensions with 64 bit arithmeti,this resolution would require 21 billion ells, 4 Tbytes of memory, and 3 node-years per time step.An entire alulation would require 3 years on all 6424 proessors of ASCI Red, if ASCI Red hadsuÆient memory. With AMR, only � 2 million ells are needed in two dimensions, for a fator of10 savings in the number of grid points. In three dimensions � 512 million ells would be required,for a fator of 40 savings.

Fig. 3.| Pressure �eld and omputation mesh for the initial onditions and after 1.26�10�7 s.Figure 3 shows the pressure �eld of a two-dimensional arbon detonation at the initial time andafter 1.26�10�7 s. The interating transverse wave strutures are partiularly vivid at 1.26�10�7 s,and extend about 25 m behind the shok front. The �gure also shows the blok struture of themesh, with eah blok ontaining 8 grid points in the x- and y-diretions. The entire mesh is ratheroarse at the initial time; only the shoked interfae is re�ned. At 1.26�10�7 s the �nest grids areplaed only where there is signi�ant struture in the thermodynami variables. Thus, the meshis not re�ned ahead of the detonation front where it is not needed, maximally re�ned throughoutthe reative regions, and de-re�ned behind the detonation front as the uid ow beomes smooth.



{ 11 {Figure 4 shows the silion ashes in the maximally re�ned region of Figure 3 for two di�erentspatial resolutions. There are appreiable variations in the spatial distribution of the ashes, and asharp visual ontrast between the two spatial resolutions. The image on the left is for a maximumspatial resolution of 0.1 m (5 levels of re�nement), and is equivalent to the �nest resolutionpreviously ahieved on a uniform mesh (Gamezo et al. 1999). The image on the right is fora maximum spatial resolution of 0.0125 m (8 levels of re�nement), and represents the �nestresolution to date for this appliation by a fator of 8 in eah diretion.

Fig. 4.| Silion abundanes (the ashes) at two di�erent spatial resolutions.Figure 5 shows the three-dimensional pressure �eld of a arbon detonation. In the image onthe left, low pressure regions are blue, high pressure regions are red, and the dimpled surfae ofthe detonation front is olored brown. On the volume rendered image on the right, high pressureregions are aented in red, while while the low pressure regions are suppressed and shown asshades of blue. The pressure variations in both images are aused by interating transverse wavestrutures. The spatial resolutions of these three-dimensional images is 0.1 m, and represents the�nest resolution to date for this appliation in three dimensions.Table 1 summarizes the performane harateristis of the three-dimensional ellular detona-tion problem on ASCI Red. The single proessor optimizations desribed in the previous setionsresulted in a fator of two improvement in time to solution. The parallel proessor tuning desribedabove yielded a fator of two improvement in saling out to large numbers of proessors. For eahbenhmarking run, the table lists the number of proessors, number of AMR levels, number of om-putational bloks on eah proessor, average MFLOPS per proessor, and the aggregate GFLOPS.Eah benhmark run was typially run for 50-100 timesteps. As noted above, ASCI Red has two
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Fig. 5.| Pressure �elds in three-dimensional arbon detonation.proessors per node. The upper portion of Table 1 shows the results when both proessors are usedfor MPI tasks (pro-3 mode), while the lower portion shows the result when only one proessor isused for MPI tasks (pro-0 mode). One expets lower performane in pro-3 mode beause eahproessor in a node aesses the same pool of memory, whih e�etively halves the memory band-width available to eah proessor. This derease in performane is reeted in the table. The tableshows that as the number of proessors inreases from 4096 to 6420, for the same size of problem,we maintain a 94% saling eÆieny as measured by MFLOPS.Table 1 also shows that the performane inreases with a larger number of bloks per proessor.Inreasing the number of bloks inreases the amount of omputation relative to the ommuniationost. We used up to 70% of the available 256 Mbytes of memory on eah node. On the largestrun, we ahieved 37.0 MFLOPS per proessor, reahing an aggregate of 238 GFLOPS on 6420proessors in 64 bit arithmeti, 11% of the theoretial peak.6. ConlusionsWe have presented performane results for the largest simulations of nulear burning fronts insupernovae onduted to date, whih we have performed using the FLASH adaptive-mesh ode onthe Intel ASCI-Red mahine at Sandia National Laboratories. We have desribed the key algorithmsand their implementation as well as the optimizations required to ahieve sustained performaneof 238 GFLOPS on 6420 proessors of ASCI-Red in 64 bit arithmeti.



{ 13 {Table 1: Performane Statistis on ASCI RedNumber of Re�nement Bloks per MFLOPS per TotalProessors Levels Proessor Proessor GFLOPSTwo Proessors per Node6420 8 33.1 37.0 2384096 8 36.1 39.2 1612048 7 33.7 40.2 82One Proessor per Node3072 8 58.2 47.4 1462048 8 72.1 45.2 931024 7 63.5 50.2 51Adaptive-mesh simulations pose many omplex design problems, and a variety of di�erenttehniques exist to solve these problems. Several pakages use loal-ell or blok-strutured re-�nement, both with and without temporal re�nement. The implementation of the PARAMESHlibrary that is used by FLASH is a blok-strutured AMR pakage whih evolves all bloks onthe same timestep. This lak of temporal adaptivity simpli�es our time integration and load-balaning but prevents us from taking best advantage of AMR for highly re�ned meshes. A furthersimpli�ation has been possible beause we do not need to solve a Poisson equation for hydrody-namis; the problem we are solving is highly ompressible. However, we are urrently developinga multigrid-based and two-level (Tufo & Fisher 1999, 2000) ellipti solvers for use with futureself-gravitating problems to be performed with FLASH. With the omplex loal physis inludedin our alulations, load-balaning and ommuniation osts are less important than they mightbe in simpler uid problems. However, inluding temporal re�nement and ellipti solvers will raisenew load-balaning issues whih we expet to address in future work.The problem we have desribed in this paper represents the diret numerial simulation ofmirosopi physial proesses important to a large-sale problem, that of supernova explosions.Adaptive-mesh tehniques have been essential to these alulations. However, the important lengthsales in a supernova explosion range from less than 10�5 m to more than 109 m { a range of saleswhih annot be addressed with AMR methods alone. Thus in performing large-sale simulationsof supernovae, we need to inlude parameterized subgrid models of small-sale phenomena likenulear burning fronts. These phenomena will also require some type of front-traking tehnique.Diret numerial simulations like the ones presented here are important for alibrating these subgridmodels. Subgrid models should make large-sale supernova alulations feasible in the near future.In summary, adaptive mesh re�nement has permitted us to address problems of astrophysial



{ 14 {interest whih we ould not otherwise a�ord to solve. Beause these problems are dominated byloal physis, traditional single-proessor optimizations have allowed us to obtain improvements ofalmost a fator of two over previous versions of our ode. More omplex ommuniation-relatedoptimizations, suh as using the Morton urve to alloate bloks to proessors, have also improvedperformane. Throughout our optimization work we maintained portability.This work is supported by the Department of Energy under Grant No. B341495 to the Cen-ter for Astrophysial Thermonulear Flashes at the University of Chiago, and under the NASAHPCC/ESS projet. K. Olson aknowledges partial support from NASA grant NAS5-28524, andP. MaNeie aknowledges support from NASA grant NAS5-6029.
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