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A omputational framework for telemediineGregor von Laszewski, Ian Foster, George K. Thiruvathukal, Brian ToonenMathematis and Computer Siene Division, Argonne National Laboratory, 9700 S.Cass AvenueAbstratEmerging telemediine appliations require the ability to exploit diverse, geographi-ally distributed resoures. These appliations use high-speed networks to integratesuperomputers, large databases, arhival storage devies, advaned visualization de-vies, and/or sophistiated instruments. This form of networked virtual superomput-ers is also known as metaomputers and is beeing used by many other sienti� applia-tions areas. In this artile, we analyze requirements neessary for a telemediine om-puting infrastruture and ompare them with requirements found in a typial meta-omputing environment. We will show that metaomputing environments an be usedto enable a more powerful and uni�ed omputational infrastruture for telemediine.The Globus metaomputing environment an provide the neessary basis to enable alarge sale telemdial infrastruture. Globus is designed in a modular fashion and anbe extended to support the spei� requirements for telemediine.Keywords: Globus, telemediine, and metaomputing.1 IntrodutionIn the last deade, dramati advanes in software and hardware tehnology havehanged the landsape for omputing. Today, personal omputers have reahed aperformane level whih one ould have only dreamed of, a ouple of years ago. Theinrease in proessor speed is aompanied by the availability of memory to eonomialprizes. New graphi ards let a PC perform at almost workstation speed. On the highend, vetor-superomputers are outperformed by distributed memory parallel arhi-tetures. Furthermore, hanges in software engineering are marked by the aeptaneof objet oriented programming onepts and languages.Computer networks have evolved from loal area networks, over medium areanetworks, to wide area networks. The new hardware enables the distribution of infor-mation in a global \World Wide Web". The World Wide Web has established itselfas a funtioning omputing environment, aessible by the ever-inreasing number ofonline users. Starting from the desire to provide a mehanism for exhanging databetween sientists, it has reahed the potential to beome the omputing platform ofthe future. Hardware advanes in the network tehnology, like the introdution of theATM tehnology (Asynhronous Transfer Mode), provide the neessary bakbone forthe fast information exhange between omputers.Currently, the WWW is most frequently used for exhanging data, and allowingonline users to aess information stored at remote sites. Besides redistributing in-formation, the WWW an be used to redistribute omputations on di�erent ompute3



servers. Computations an be mapped to idle ompute servers or unique omputeresoures whih otherwise would not be available. An environment managing theresoures of many ooperating omputers is known as metaomputing environmnet.Without doubt, a funtioning metaomputer, ontrolled by suh an environment, willinuene not only developments in telemediine but also many other researh �elds.Many of the omputing omponents, whih have been originally developed for thesienti� researh ommunity, an be reused for a omputational infrastruture intelemediine and tele-informatis.One of the goals of this paper it to examine the possibility to reuse existing meta-omputing tehnologies for telemediine. First, we will de�ne the term telemediineand derive neessary requirements that inuene the design of a ompute infrastru-ture. We show that this infrastruture is similar to existing metaomputing testbeds asused in the Globus metaomputing framework. We analyze the Globus metaomputingframework and indiate where it an help in order to support telemedial appliations.2 TelemediineTelemediine is an emerging disipline, whih utilizes the newest tehnologies to trans-mit medial information with the help of eletri signals. From this broad de�nition,it is lear that the appliations in telemediine are of a wide spetrum. Telemediineis used in the following areas:� Tele onsulting and assistane{ Remote supervision{ Remote onsulting{ Medial Video Conferening� Virtual medial libraries{ Doument distribution via WWW{ Medial databases{ Researh databases� Virtual medial stores{ Aounting{ Produt databases{ Servie BrokersThis list is not omprehensive but shows examples where telemediine is used andwill be used in future. Today telemediine is in wide pratial use. Tele onsultingbetween dotors in geographially disperse loations is daily done by e.g., video, e-mail, and telephone. Video onferening is used for diagnosing, as well as, eduationalpurposes. Material ontaining medial information is nowadays often distributed viaWWW. The funtionality of the WWW in the area of telemediine reahes from buyingmedial produts to a visit of a virtual telemedial oÆe. Telemediine is suessfullyused to reah underserved areas. Some of the leading goals of telemediine are toenable� an inrease of the availability of servies,4
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Figure 1: Di�erent Layers of a telemediine environment� instant aess to data,� seure aess and exhange of data,� user friendly aess,� a high quality of servie, and� to redue the ost for the health servie.infrastruture.Figure 10 depits a layered abstration of a telemediine infrastruture. The low-est level inludes the available hardware omponents for input, output, storage andproessing of medial information. Compute servers range from PCs to workstationsand graphi engines, as well as, superomputers. Input devies an be as simple asPCs for the input of patient data reords. More omplex and expensive devies likeX-ray and omputer tomography devies are also available in a telemedial infrastru-ture. This an go as far as to inlude synhrotrons for bio-medial researh[?℄. Thehuge amount of data has to be stored on large storage devies. Output devies arealso of a wide variety, ranging from speialized printers and monitors to virtual realityCAVES. The di�erent devies are onneted via a network using di�erent tehnology5
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Figure 2: Resoures needed to implement appliations in a metaomputingenvironmentdependent on the servie that should be provided. The network layer and the hard-ware layer are aessed via servies. This enables a neessary abstration form theunderlying hardware in order to ahieve interoperability between di�erent omputeplatforms and ommuniation protools. An example for suh a high level servie aredatabase servies and their appliation interfaes that allows aess to a possible dis-tributed database. The highest level of abstration is de�ned by the appliation layer.For many users of telemediine it is not important to know the details of the omputeand network environment. Thus, many details an be hidden from the end user of atelemediine environment. Usually the user will ommuniate via a sophistiated anduser spei� graphial user interfae with the appliation or servie she is interested in.This means that the internal struture of a telemediine environment an be hiddenfrom the end user.From the omputational point of view it is important to analyse the needs neessaryto enable:� medial information gathering/input,� medial information storage,� medial information proessing,� medial information exhange, and� medial information visualization/output.To enable this kind of information proessing one needs the following . (Figure 10).6



Table 1: Storage requirements for imaging tehniques and transmission timeswhile using di�erent network transport medias/serviespixels image average number al average storage Kbits Kbits Mbits Mbits mbits mbitshor vert depth of images/exam memory requirement 28.8 128 1.54 45.3 1.5 155512 12 30 12 15 69.4 15.6 9.7 0.3 10.0 0.10256 12 50 3 6.5 30.1 6.8 4.2 0.1 4.3 0.041000 8 20 45 20 92.6 20.8 13.0 0.4 13.3 0.131000 8 15 45 15 69.4 15.6 9.7 0.3 10.0 0.10512 6 36 12 9 41.7 9.4 5.8 0.2 6.0 0.06128 8 26 1 0.4 1.9 0.4 0.3 0.01 0.3 0.0032000 10 4 180 32 148.1 33.3 20.8 0.7 21.3 0.214000 12 4 720 128 592.6 133.3 83.1 2.8 85.3 0.83in min in min in se in se in se in se3 Infrastruture requirements for telemediineInformation exhange. The suess of telemedeine is largely dependent on abroad network infrastruture. The network tehnologies used in a telemedial envi-ronment inlude asynhronous transfer mode (ATM), satellites, asymmetrial digitalsubsriber line (ADSL), and able modems. Lower bandwidth tehnologies are stan-dard analog phone lines, and digital networks with integrated servies digital network(ISDN). The proper seletion of a ommuniation servie is also determined by thetype(s) of information, the amount of information, and the urgeny of the informationexhange whih is illustrated in Figure 1. The hoie is determined by a ost versusbene�t fator.Information proessing, vizualization and output. The omputationalpower needed for some telemedial appliations is large. An example is the omputa-tional power of a single workstation is today still not able to render a large quantityof the omputational power of superomputers makes it possible to enable real-timesteering during examinations (Figure 3).Other examples are an be found in the X-ray analysis of large moleular struturesto improve the knoledge to �nd medial treatments. Image detetion algorithms, whihbuild only the �rst step in a series of alulations, take today on an Origin 2000 a dayto omplete[?℄.Another appliation that is of great impat in the health industrie is the analysisof gene sequenes. A small omparison of about 9 genome sequenzes of will result ina total of 16.9 million omparisons. Eah of the omparisons will take a onsiderabletime to �nish (under 1 minute dependent on the proessor used). Suh a alulataionwould reate about 20Gbyte of data to be stored during the alulation[?℄.Clearly utilizing the omputational power of a metaomputing environment willhelp twofold. First, the turnaroud time of a alulation is smaller. Thus, experimentsan be analysed more quikly. Seond, due to the available ompute power biggerproblems an be solved in the same amount of time.
7
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Figure 4: A metaomputer utilizing di�erent ompute resouresertain unique resoures|suh as speialized databases and people|annot be repli-ated. In eah ase, the ability to onstrut networked virtual superomputers anprovide qualitatively new apabilities that enable new approahes to problem solving.Experiene with high-speed networking testbeds has demonstrated onvininglythat there are indeed appliations of onsiderable sienti� and eonomi importanethat an bene�t frommetaomputing apabilities. For example, the I-WAY networkingexperiment, whih onneted superomputers and other resoures at 17 di�erent sitesaross North Ameria, saw 60 groups develop appliations in areas as diverse as large-sale sienti� simulation [22, 23℄, ollaborative engineering [4, 5℄, and superomputer-enhaned sienti� instruments [16℄.Metaomputers have muh in ommon with both distributed and parallel systems,yet also di�er from these two arhitetures in important ways. Like a distributedsystem, a networked superomputer must integrate resoures of widely varying a-pabilities, onneted by potentially unreliable networks and often loated in di�erentadministrative domains. However, the need for high performane an require program-ming models and interfaes radially di�erent from those used in distributed systems.As in parallel omputing, metaomputing appliations often need to shedule ommu-niations arefully to meet performane requirements. However, the heterogeneous anddynami nature of metaomputing systems limits the appliability of urrent parallelomputing tools and tehniques.These onsiderations suggest that while metaomputing an build on distributedand parallel software tehnologies, it also requires signi�ant advanes in mehanisms,tehniques, and tools. The Globus projet is intended to aelerate these advanes. Ina �rst phase, we are developing and deploying a metaomputing infrastruture toolkit9
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Figure 5: Components of the Globus toolkitproviding basi apabilities and interfaes in areas suh as ommuniation, informa-tion, resoure loation, resoure sheduling, authentiation, and data aess. To-gether, these toolkit omponents de�ne a metaomputing abstrat mahine on whihan be onstruted a range of alternative infrastrutures, servies, and appliations(Figure ??). We ourselves are building parallel programming tools and resoure dis-overy and sheduling servies, and other groups are working in other areas.Our long-term goal in the Globus projet is to address the problems of on�gurationand performane optimization in metaomputing environments. These are hallengingissues, beause of the inherent omplexity of metaomputing systems, the fat thatresoures are often only identi�ed at runtime, and the dynami nature of resoureharateristis. We believe that suessful appliations must be able to on�gurethemselves to �t the exeution environment delivered by the metaomputing system,and then adapt their behavior to subsequent hanges in resoure harateristis. Weare investigating the design of higher-level servies layered on the Globus toolkit thatenable the onstrution of suh adaptive appliations. We refer olletively to theseservies as forming an Adaptive Wide Area Resoure Environment, or AWARE.The rest of the artile is as follows. In Setion 5, we introdue general harater-istis of metaomputing systems and requirements for metaomputing infrastruture.In Setion ??, we desribe the Globus arhiteture and the tehniques used to supportresoure-aware appliations. In Setion 7, we desribe major toolkit omponents. InSetions 8 and 9, we desribe higher-level servies onstruted with the toolkit andtestbeds that have deployed toolkit omponents. We onlude in Setion 12 with adisussion of urrent system status and future plans.10



5.1 Metaomputing AppliationsSientists and engineers are just beginning to explore the new appliations enabled bynetworked superomputing lasses.1. Desktop superomputing. These appliations ouple high-end graphis apabil-ities with remote superomputers and/or databases. This oupling onnetsusers more tightly with omputing apabilities, while at the same time ahiev-ing distane independene between resoures, developers, and users. Examplesare high quality rendering of medial images.2. Smart instruments. These appliations onnet users to instruments suh asmirosopes, MRIs ,or satellite downlinks that are themselves oupled with re-mote superomputers. This omputational enhanement an enable both quasi-realtime proessing of instrument output and interative steering.3. Collaborative environments. A third set of appliations ouple multiple virtualenvironments so that users at di�erent loations an interat with eah otherand with superomputer simulations [4, 5℄.4. Distributed superomputing. These appliations ouple multiple omputers totakle problems that are too large for a single omputer or that an bene�tfrom exeuting di�erent problem omponents on di�erent omputer arhite-tures [20, 22, 23℄. We an distinguish sheduled and unsheduled modes ofoperation. In sheduled mode, resoures, one aquired, are dediated to anappliation. In unsheduled mode, appliations use otherwise idle resouresthat may be relaimed if needed; Condor [18℄ is one system that supports thismode of operation. In general, sheduled mode is required for tightly oupledsimulations, partiularly those with time onstraints, while unsheduled modeis appropriate for loosely oupled appliations that an adapt to time-varyingresoures. A possible example to use suh an environment is the distributedsolution of gene sequening problems whih will have inreased importane inthe near future[?℄.5.2 Metasystem Charateristis� Sale and the need for seletion. Due to the extreme distributed nature oftelemedial appliations, it is important to implement a telemedial infrastruturein a large sale. Resoure seletion must be provided to allow the aess of asubset of resoures.� Heterogeneity at multiple levels. Both the omputing resoures used to onstrutvirtual superomputers and the networks that onnet these resoures are of-ten highly heterogeneous. Heterogeneity arises at multiple levels, ranging fromphysial devies, through system software, to sheduling and usage poliies.� Unpreditable struture. Traditionally, high-performane appliations have beendeveloped for a single lass of system with well- known harateristis|oreven for one partiular omputer. In ontrast, metaomputing appliations liketelemediine, require to exeute in a wide range of environments, onstruteddynamially from available resoures. Geographial distribution and omplexityare other fators that make it diÆult to determine system harateristis suhas network bandwidth and lateny a priori.11



� Dynami and unpreditable behavior. Traditional high- performane systemsuse sheduling disiplines suh as spae sharing or gang-sheduling to provideexlusive|and hene preditable| aess to proessors and networks. In meta-omputing environments, resoures|espeially networks|are more likely to beshared. One onsequene of sharing is that behavior and performane an varyover time. For example, in wide area networks built using the Internet Protoolsuite, network harateristis suh as lateny, bandwidth and jitter may varyas traÆ is rerouted. Large-sale metasystems may also su�er from networkand resoure failures. In general, it is not possible to guarantee even minimumquality of servie requirements.� Multiple administrative domains. The resoures used by metaomputing ap-pliations are not owned or administered by a single entity. The need to dealwith multiple administrative entities ompliates the already hallenging net-work seurity problem, as di�erent entities may use di�erent authentiationmehanisms, authorization shemes, and aess poliies. The need to exeuteuser- supplied ode at di�erent sites introdues additional onerns.Fundamental to all of these issues is the need for mehanisms that allow applia-tions to obtain real-time information about system struture and state, use that in-formation to make on�guration deisions, and be noti�ed when information hanges.Required information an inlude network ativity, available network interfaes, pro-essor harateristis, and authentiation mehanisms. Deision proesses an requireomplex ombinations of these data in order to ahieve eÆient end-to- end on�gu-ration of omplex networked systems.6 The Globus Metaomputing Infrastruture ToolkitA number of pioneering e�orts have produed useful servies for the metaomputingappliation developer. For example, Parallel Virtual Mahine (PVM) [12℄ and theMessage Passing Interfae (MPI) [15℄ provide a mahine-independent ommuniationlayer, Condor [18℄ provides a uniform view of proessor resoures, Legion [13℄ buildssystem omponents on a distributed objet-oriented model, and the Andrew File Sys-tem (AFS) [21℄ provides a uniform view of �le resoures. Eah of these systems hasbeen proven e�etive in large-sale appliation experiments.Our goal in the Globus projet is not to ompete with these and other related ef-forts, but rather to provide basi infrastruture that an be used to onstrut portable,high-performane implementations of a range of suh servies. To this end, we fous on(a) the development of low- level mehanisms that an be used to implement higher-level servies, and (b) tehniques that allow those servies to observe and guide theoperation of these mehanisms. If suessful, this approah an redue the omplex-ity and improve the quality of metaomputing software by allowing a single low-levelinfrastruture to be used for many purposes, and by providing solutions to the on�g-uration problem in metaomputing systems.To demonstrate that the Globus approah is workable, we must show that it ispossible to use a single set of low-level mehanisms to onstrut eÆient implementa-tions of diverse servies on multiple platforms. In the following, we �rst introdue theGlobus toolkit and then desribe the mehanisms that allow higher-level servies toobserve and guide the operation of toolkit omponents.12



6.1 The Globus ToolkitThe Globus toolkit omprises a set of modules. Eah module de�nes an interfae,whih higher-level servies use to invoke that module's mehanisms, and providesan implementation, whih uses appropriate low-level operations to implement thesemehanisms in di�erent environments.Currently identi�ed toolkit modules are as follows. These desriptions fous onrequirements; Setions 7 and 9 address implementation status.� Resoure loation and alloation. This omponent provides mehanisms for ex-pressing appliation resoure requirements, for identifying resoures that meetthese requirements, and for sheduling resoures one they have been loated.Resoure loation mehanisms are required beause appliations annot, in gen-eral, be expeted to know the exat loation of required resoures, partiu-larly when load and resoure availability an vary. Resoure alloation involvessheduling the resoure and performing any initialization required for subse-quent proess reation, data aess, et. In some situations|for example, onsome superomputers|loation and alloation must be performed in a singlestep.� Communiations. This omponent provides basi ommuniation mehanisms.These mehanisms must permit the eÆient implementation of a wide rangeof ommuniation methods, inluding message passing, remote proedure all,distributed shared memory, stream-based, and multiast. Mehanisms mustbe ognizant of network quality of servie parameters suh as jitter, reliability,lateny, and bandwidth.� Uni�ed resoure information servie. This omponent provides a uniformmeha-nism for obtaining real-time information about metasystem struture and status.The mehanism must allow omponents to post as well as reeive information.Support for soping and aess ontrol is also required.� Authentiation interfae. This omponent provides basi authentiation meh-anisms that an be used to validate the identity of both users and resoures.These mehanisms provide building bloks for other seurity servies suh as au-thorization and data seurity that need to know the identity of parties engagedin an operation.� Proess reation. This omponent is used to initiate omputation on a resoureone it has been loated and alloated. This task inludes setting up exeutables,reating an exeution environment, starting an exeutable, passing arguments,integrating the new proess into the rest of the omputation, and managingtermination and proess shutdown.� Data aess. This omponent is responsible for providing high- speed remoteaess to persistent storage suh as �les. Some data resoures suh as databasesmay be aessed via distributed database tehnology or the Common Objet Re-quest Broker Arhiteture (CORBA). The Globus data aess module addressesthe problem of ahieving high performane when aessing parallel �le systemsand network-enabled I/O devies suh as the High Performane Storage System(HPSS).Together, the various Globus toolkit modules an be thought of as de�ning ametaomputing virtual mahine. The de�nition of this virtual mahine simpli�es ap-pliation development and enhanes portability by allowing programmers to think ofgeographially distributed, heterogeneous olletions of resoures as uni�ed entities.13
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Figure 6: Resoure seletion and monitoring6.2 Support for Resoure-Aware Servies and Applia-tionsMetaomputing appliations often need to operate networking and omputing re-soures at lose to maximum performane. Hene, metaomputing environments mustallow programmers to observe di�erenes in system resoure harateristis and toguide how these resoures are used to implement higher-level servies. Ahievingthese goals without ompromising portability is a signi�ant hallenge for the designerof metaomputing software.We use the Globus ommuniation module to illustrate some of these issues. Thismodule must selet, for eah all to its ommuniation funtions, one of several low-level mehanisms. On a loal area network, ommuniation might be performed withTCP/IP, while in a parallel omputer, speialized high-performane protools typiallyo�er higher bandwidth and lower latenies. In a wide area environment, speializedATM protools an be more eÆient. The ability to manage protool parameters(TCP paket size, network quality of servie) further ompliates the piture. Thehoie of low- level mehanism used for a partiular ommuniation is a nontrivialproblem that an have signi�ant impliations for appliation performane.Globus toolkit modules address this problem by providing interfaes that allowthe seletion proess to be exposed to, and guided by, higher-level tools and appli-ations. These interfaes provide rule-based seletion, resoure property inquiry, andnoti�ation mehanisms.� Rule-based seletion. Globus modules an identify seletion points at whihhoies from among alternatives (resoures, parameter values, et.) are made.14



Assoiated with eah seletion point is a default seletion rule provided by themodule developer (e.g., \use TCP paket size X," \use TCP over ATM"). Arule replaement mehanism allows higher-level servies to speify alternativestrategies (\use TCP paket size Y ," \use speialized ATM protools").� Resoure property inquiry. Information provided by the uni�ed informationservie (Setion 7) an be used to guide seletion proesses within both Globusmodules and appliations that use these modules. For example, a user mightprovide a rule that states \use ATM interfae if load is low, otherwise Internet,"hene using information about network load to guide resoure seletion.� Noti�ation. A noti�ation mehanism allows a higher-level servie or applia-tion to speify onstraints on the quality of servie delivered by a Globus servieand to name a all-bak funtion that should be invoked if these onstraints areviolated. This mehanism an be used, for example, to swith between networkswhen one beomes loaded.Higher-level servies and appliations an use Globus seletion, inquiry, and noti�-ation mehanisms to on�gure omputations eÆiently for available resoures, and/orto adapt behavior when the quantity and/or quality of available resoures hangesdynamially during exeution. For example, onsider an appliation that performsomputation on one omputer and transfers data over a wide area network for visu-alization at remote sites. At startup time, the appliation an determine availableomputational power and network apaity and on�gure its omputational and om-muniation strutures appropriately (e.g., it might deide to use ompression for somedata but not others). During exeution, noti�ation mehanisms allow it to adapt tohanges in network quality of servie.We use the term Adaptive Wide Area Resoure Environment (AWARE) to denotea set of appliation interfaes, higher-level servies, and adaptation poliies that enablespei� lasses of appliations to exploit a metaomputing environment eÆiently. Weare investigating AWARE omponents for several appliations, and antiipate devel-oping AWARE toolkits for di�erent lasses of metaomputing appliation.7 Globus Toolkit ComponentsWe now desribe in more detail the Globus ommuniations, information servie, au-thentiation, and data aess servies. In eah ase, we outline how the omponentmaps to di�erent implementations, is used to implement di�erent higher-level servies,and supports the development of AWARE servies and appliations.7.1 CommuniationsThe Globus ommuniations module is based on the Nexus ommuniation library [11℄.Nexus de�nes �ve basi abstrations: nodes, ontexts, threads, ommuniation links,and remote servie requests. The Nexus funtions that manipulate these abstrationsonstitute the Globus ommuniation interfae. This interfae is used extensivelyby other Globus modules and has also been used to onstrut various higher-levelservies, inluding parallel programming tools (Setion 8.1). The Ative Messages [19℄and Fast Messages [24℄ systems have similarities in goals and approah, but there arealso signi�ant di�erenes [7℄. 15
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Figure 7: Di�erent Layers of a telemediine environmentNexus programs bind ommuniation startpoints and endpoints to form ommu-niation links. If multiple startpoints are bound to an endpoint, inoming ommuni-ations are interleaved, in the same manner as messages sent to the same node in amessage passing system. If a startpoint is bound to multiple endpoints, ommunia-tion results in a multiast operation. A startpoint an be opied between proessors,ausing new ommuniation links to be reated that mirror the links assoiated withthe original startpoint. This support for opying means that startpoints an be usedas global names for objets. These names an be ommuniated and used anywherein a distributed system.A ommuniation link supports a single ommuniation operation: an asynhronousremote servie request (RSR). An RSR is applied to a startpoint by providing a pro-edure name and a data bu�er. For eah endpoint linked to the startpoint, the RSRtransfers the data bu�er to the address spae in whih the endpoint is loated andremotely invokes the spei�ed proedure, passing the endpoint and the data bu�eras arguments. A loal address an be assoiated with an endpoint, in whih asestartpoints assoiated with the endpoint an be thought of as \global pointers to thataddress.The Nexus interfae and implementation support rule-based seletion (Setion 6.2)of the methods|suh as protool, ompression method, and quality of servie|used toperform ommuniation [7℄. Di�erent ommuniation methods an be assoiated withdi�erent ommuniation links, with seletion rules determining whih method shouldbe used when a new link is established. These mehanisms have been used to supportmultiple ommuniation protools [7℄ and seletive use of seure ommuniation [10℄in heterogeneous environments. 16



7.2 Metaomputing Diretory ServieAs noted above, metaomputing environments depend ritially on aess to informa-tion about the underlying networked superomputing system. Required informationan inlude the following.� Con�guration details about resoures suh as the amount of memory, CPUspeed, number of nodes in a parallel omputer, or the number and type ofnetwork interfaes available.� Instantaneous performane information, suh as point-to-point network lateny,available network bandwidth, and CPU load.� Appliation-spei� information, suh as memory requirements or program stru-tures found e�etive on previous runs.Di�erent data items will have di�erent sopes of interest and seurity requirements,but some information at least may potentially be required globally, by any systemomponent. Information may be obtained from multiple soures: for example, fromstandard information servies suh as the Network Information Servie (NIS) or SimpleNetwork Management Protool (SNMP); from speialized servies suh as the NetworkWeather Servie [27℄; or from external soures suh as the system manager or anappliation.Globus de�nes a single, uni�ed aess mehanism for this wide range of informa-tion, alled the Metaomputing Diretory Servie (MDS) [6℄. Building on the datarepresentation and appliation programming interfae de�ned by the Lightweight Di-retory Aess Protool (LDAP), MDS de�nes a framework in whih an be repre-sented information of interest in distributed omputing appliations. Information isstrutured as a set of entries, where eah entry omprises zero or more attribute-valuepairs. The type of an entry, alled its objet lass, spei�es mandatory and optionalattributes (see Figure 8).MDS information an be maintained within onventional LDAP servers. However,the performane and funtionality requirements of metaomputing appliations moti-vate a number of extensions. A proxy mehanism supports the integration of otherdata servies, suh as SNMP and NIS, and allows remote aess. We are urrentlyinvestigating approahes to ahing and repliation, and the de�nition of a noti�ationinterfae that will allow higher-level servies or appliations to request noti�ationswhen spei�ed onditions beome true.7.3 Authentiation MethodsThe initial version of the Globus authentiation module supported password, UnixRSH, and Seure Soket Layer authentiation. To inrease the degree of abstra-tion at the toolkit interfae, we are moving towards the use of the Generi SeuritySystem (GSS) [17℄. GSS de�nes a standard proedure and API for obtaining reden-tials (passwords or erti�ates), for mutual authentiation (lient and server), and formessage-oriented enryption and deryption. GSS is independent of any partiularseurity mehanism and an be layered on top of di�erent seurity methods, suh asKerberos and SSL.GSS must be altered and extended to meet the requirements of metaomputingenvironments. As a metaomputing system may use di�erent authentiation meha-nisms in di�erent situations and for di�erent purposes, we require a GSS implemen-tation that supports the onurrent use of di�erent seurity mehanisms. In addition,17



GlobusHost OBJECT CLASS GlobusResoure OBJECT CLASSSUBCLASS OF GlobusResoure SUBCLASS OF topMUST CONTAIN { MUST CONTAIN {hostName :: is, administrator :: dntype :: is, }vendor :: is, MAY CONTAIN {model :: is, manager :: dn,OStype :: is, provider :: dn,OSversion :: is tehniian :: dn,} desription :: is,MAY CONTAIN { doumentation :: isnetworkNode :: dn, }totalMemory :: is,totalSwap :: is,dataCahe :: is,instrutionCahe :: is}Figure 8: Simpli�ed versions of the MDS objet lasses GlobusHost andGlobusResoureinquiry and seletion funtions are needed so that higher-level servies implementingspei� seurity poliies an selet from available low- level seurity mehanisms.7.4 Data Aess ServiesServies that provide metaomputing appliations with aess to persistent data anfae stringent performane requirements and must support aess to data loated inmultiple administrative domains. Distributed �le systems suh as the Network FileSystem and Distributed File System address remote aess to some extent but havenot been designed for high-performane appliations. Parallel �le systems and I/Olibraries have been designed for performane but not for distributed exeution.To address these problems, the Globus data aess module de�nes primitives thatprovide remote aess to parallel �le systems. This remote I/O (RIO) interfae (Fig-ure ??) is based on the abstrat I/O devie (ADIO) interfae [26℄. ADIO de�nes aninterfae for opening, losing, reading and writing parallel �les. It does not de�nesemantis for ahing, �le repliation, or parallel �le desriptor semantis. Severalpopular I/O systems have been implemented eÆiently on ADIO [26℄. RIO extendsADIO by adding transparent remote aess and global naming using a URL- basednaming sheme. RIO remote aess features use Nexus mehanisms.8 Higher-Level ServiesIn the preeding setion, we desribed the ore interfaes and servies provided bythe Globus toolkit. These interfaes are not intended for appliation use. Rather,they are intended to be used to onstrut higher-level poliy omponents. Thesepoliy omponents an serve the funtion of middleware, on whih yet higher-level18
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omponents are onstruted to reate appliation-level interfaes. In the following, wedesribe two suh middleware omponents.8.1 Parallel Programming InterfaesNumerous parallel programming interfaes have been adapted to use Globus authen-tiation, proess reation, and ommuniation servies, hene allowing programmersto develop metaomputing appliations using familiar tools. These interfaes inludea omplete implementation of MPI (and hene tools layered on top of MPI, suh asmany High Performane Fortran systems); Compositional C++ [3℄, a parallel exten-sion to C++; Fortran M, a task- parallel Fortran; nPerl, a version of the Perl sriptinglanguage extended with remote referene and remote proedure all mehanisms; andNexusJava, a Java lass library that supports remote proedure alls.We say a few words here about the Globus implementation of MPI. A \Nexus de-vie" supports the abstrat devie interfae used within the MPICH implementationof MPI [14℄. This devie uses Nexus RSRs to implement the basi data transfer op-erations required by MPI [9℄; higher-level MPI funtionality then transfers unhangedfrom MPICH. In the initial MPI/Nexus implementation, an overhead for a zero-lengthmessage of 60 �se was noted on an IBM SP2 with Power 1 proessors (raw MPICHzero-length message ost is 83.8 �se, and raw Nexus RSR ost is 82.8 �se); theoverhead for larger messages is insigni�ant. A reent redesign of both Nexus andthe MPICH abstrat devie interfae has sueeded in eliminating most of this over-head. In addition to this use of Nexus, the Globus implementation of MPI uses Globusmehanisms for authentiation and proess startup [10℄. These omponents are suÆ-iently integrated that in the I-WAY a user ould alloate a heterogeneous olletionof resoures and then start a program simply by typing \impirun." Under the overs,of ourse, Globus mehanisms are used to selet appropriate authentiation, proessreation, and ommuniation mehanisms.8.2 Uni�ed Certi�ate-based AuthentiationThe Globus authentiation interfae an be used to implement a range of di�erentseurity poliies. We are urrently investigating a poliy that de�nes a global, pub-li key-based authentiation spae for all users and resoures. That is, we provide aentralized authority that de�nes system-wide names (\aounts") for users and re-soures. These names allow an appliation to use a single \user id" and \password"for all resoures. They also permit the appliation to verify the identity of requestedresoures. Note that this poliy does not address authorization: resoures an usetheir usual mehanisms to determine the users to whih they will grant aess.While not pratial for large-sale, open environments, the use of a entralized au-thority to identify users and resoures is appropriate for limited-sale testbed environ-ments suh as the I-WAY and GUSTO (see below). The approah has the signi�antadvantage that it an be implemented easily with urrent erti�ate-based authenti-ation protools, suh as that provided in the Seure Soket Library (SSL). Note thatwhile names (that is, erti�ates) are issued by a entralized erti�ate authority, theauthentiation of users and servies involves only the agents being authentiated; itdoes not require any interation with the issuing authority.In the longer term, authentiation and authorization shemes must address therequirements of larger, dynami, heterogeneous ommunities, in whih trust relation-ships span multiple administrative domains and an be irregular and seletive. Some20



member organizations will be more trusting of spei� members than others; stillothers may be ompetitors. Some members may feel the need to ontrol all trustrelationships expliitly, even if it means that fewer ommunity assets are availablefor their use; this may stimulate the evolution of sub-ommunities with their own setof trust and authorization relationships. Community members willing to delegate toother members the ability to extend relationships on their behalf may more fully enjoythe bene�ts of membership in the greater ommunity.Our erti�ate-based poliy an be extended to support limited forms of trustdelegation. Globus resoure erti�ates an be given to sites with multiple resoures(or users). These sites an in turn set up a loal erti�ate authority, whih signserti�ates that it issues with the erti�ate issued by the Globus authority. Thissituation is aeptable if the user (or resoure) trusts the administration of the siteissuing the Globus-signed erti�ate.9 Globus Testbeds and ExperienesWe have referred above to the I-WAY experiment, in whih a number of Globus om-ponents were �rst deployed as part of the I-Soft software environment [8℄. These om-ponents inluded the Nexus ommuniation library, Kerberos-based authentiation, aproess reation mehanism, and a entralized sheduler for ompute resoures. Whileinadequate in a number of respets (e.g., nonsalable, no sheduling of network re-soures), this experiment did demonstrate the advantages of the Globus approah ofproviding basi mehanisms. I-WAY appliations developed with a variety of paralleltools (MPI, CAVEomm, CC++, et.) were ported to the I-WAY environment byadapting those tools to use Globus mehanisms for authentiation, proess reation,and ommuniation. If Globus had enfored a partiular parallel programming inter-fae, onsiderable e�ort would have been required to adapt existing appliations touse this interfae.We are urrently working with the high-performane omputing ommunity to de-�ne additional testbeds. We desribe here just one of these, the Globus UbiquitousSuperomputing Testbed (GUSTO). GUSTO is intended initially at least as a om-puter siene rather than an appliation testbed, meaning that the initial developmentfous is on deploying and evaluating basi mehanisms for authentiation, sheduling,ommuniation, and information infrastruture. In this respet it omplements e�ortssuh as the I-WAY that fous more on appliations.GUSTO is intended to span approximately �fteen sites, enompassing a number ofsuperomputers (IBM SP2, Silion Graphis Power Challenge, et.), and workstations.Basi onnetivity is via the Internet, although some mahines are also onneted viaOC3 (155 Mb/se) ATM networks. Eventually, we expet most GUSTO sites to beaessible over the National Siene Foundation's OC3 vBNS network. Authentiationis based on the uniform erti�ate mehanism desribed above. The initial informationservie is provided by an information server that maintains information about resoureon�guration and urrent network harateristis [6℄. This information is updateddynamially, providing a more aurate view of system on�guration than was availablein I-Soft [8℄.
21



10 Requirements11 Future opertunitiesInterdisiplinary researhweather foreast - medial onditions environmental researh - helath onditionsgeographial data bases ...12 ConlusionThe Globus projet is attaking the metaomputing software problem from the bottomup, by developing basi mehanisms that an be used to implement a variety of higher-level servies. Communiation, resoure loation, resoure alloation, information,authentiation, data aess, and other servies have been identi�ed, and onsiderableprogress has been made toward onstruting quality implementations. The de�nition,development, appliation, evaluation, and re�nement of these omponents are ongoingproesses that we expet to proeed for the next two years at least. We hope toinvolve more of the metaomputing ommunity in this proess, by adapting relevanthigher- level servies (e.g., appliation-level sheduling [1℄, performane steering [25℄,objet-based libraries [13℄) to use Globus mehanisms, and by partiipating in theonstrution of additional testbeds (e.g., GUSTO).The Globus projet is also addressing the on�guration problem in metaomputingsystems, with the goal of produing an Adaptive Wide Area Resoure Environmentthat supports the onstrution of adaptive servies and appliations. We have intro-dued seletion, information, and noti�ation mehanisms and have de�ned Globusomponent interfaes so that these mehanisms an be used to guide the on�gurationproess. Preliminary experiments with dynami ommuniation seletion suggest thatthese on�guration mehanisms an have onsiderable value [7℄.In summary, we list three areas in whih we believe the Globus projet has alreadymade ontributions and in whih we hope to see onsiderable further progress:� The de�nition of a ore metaomputing system arhiteture on whih a rangeof alternative metaomputing environments an be built.� The development of a framework that allows appliations to respond to dynamibehaviors in the underlying metaomputing environment, and the de�nition andevaluation of various adaptation poliies.� The demonstration in testbeds suh as the I-WAY and GUSTO that usefulhigher-level servies an be layered e�etively on top of the interfaes de�ned bythe Globus toolkit, and that automati on�guration mehanisms an be usedto enhane portability and performane.Telemediine.13 AknowledgementsThis work was supported by the Mathematial, Information, and Computational Si-enes Division subprogram of the OÆe of Computational and Tehnology Researh,U.S. Department of Energy, under Contrat W-31-109-Eng-38. Globus researh anddevelopment is supported by DARPA, DOE, and NSF.22
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