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On Automatic Di�erentiation of Codeswith COMPLEX Arithmetic with Respect to Real VariablesbyGordon D. Pusch, Christian Bischof, and Alan CarleAbstractWe explore what it means to apply automatic di�erentiation with respect to a set of realvariables to codes containing complex arithmetic. That is, both dependent and independentvariables with respect to di�erentiation are real variables, but in order to exploit features ofcomplex mathematics, part of the code is expressed by employing complex arithmetic. Weinvestigate how one can apply automatic di�erentiation to complex variables if one exploits thehomomorphism of the complex numbers C onto R2. It turns out that, by and large, the usualrules of di�erentiation apply, but subtle di�erences in special cases arise for sqrt(), abs(), andthe power operator.1 IntroductionIn physics and engineering applications, while the underlying independent variables and operationsare intrinsically real-valued, it is nevertheless often convenient to employ complex-valued represen-tations. Applications of complex function theory in applied mathematics, physics, and engineering(and hence presumably in the respective computer codes used) may be broadly grouped into twoclasses:1. pairs of real-valued functions of a set of purely real-valued parameters, whose resultants havebeen combined into a complex number purely for convenience; and2. functions of pairs of real-valued variables, which for the purposes of computation may betreated as having been combined into a complex number.Class (1) introduces no new rules for automatic di�erentiation (AD) beyond those of real-valuedAD, save that all operations and resultants are declared COMPLEX rather than REAL; therefore, wediscuss it no further. Class (2), however, introduces qualitatively new features. We shall discussto what extent AD, when applied to problems for which pairs of real-valued variables are formallyviewed as forming a single complex number, may be treated as a special case of di�erentiating mapsof R2 onto itself, and where the peculiarities of complex analysis force exceptions.Since we shall be discussing both mathematical and computational aspects of complex num-bers, it will occasionally be necessary to distinguish between a function viewed as a mathematicaloperator and its computational equivalent; we shall indicate this distinction by the typeface of thefunction's name|for example, exp() versus exp().



2 Complex Numbers and FunctionsIt will be useful to recall a few points about complex numbers and functions from standard complextheory before discussing our \R2 viewpoint" in detail. For a more detailed exposition, see, forexample, [1, 2, 3, 4].A complex number is de�ned as a quantity of the form x = a + ib, where a and b are realnumbers, and i is formally de�ned by i2 = �1. The set of all complex numbers forms the complexplane, C.Since the map (a; b ) 2 R2 7! x 2 C is continuous, invertible, and one-to-one, it follows thatC and R2 are locally equivalent spaces. However, the global topological structures of C and R2are generally thought of as di�erent. It is frequently convenient to consider in�nity to be a pointin the extended complex plane, C := fC [1g ; where in�nity is de�ned to be the formal reciprocalof zero: 1 := 1=0: By considering how neighborhoods about zero and in�nity transform under theinversion map z = 1=x; it can be shown that C must have the topology of a sphere [2, p. 20]; [4,p. 9, 52]. One generally ignores the distinction between C and C in most applications of complexanalysis.1A complex function of a complex variable is de�ned to be a map from some domain U in C (orC) onto some range V in C (or C): f := fz = f(x) j x 2 U � C 7! z 2 V � Cg : The de�nitionof the term \function" is often somewhat abused in that the stipulation that a function be singlevalued is dropped; that is, a complex function is sometimes de�ned to be a rule that associates aunique set of complex values fzg to each x in some domain of C, rather than a single unique value.Complex functions may therefore be one-to-many as well as many-to-one. Two examples of suchmultiple-valued, or multibranched, functions are the complex square root and complex logarithm,both of which will be discussed in detail in x3.In keeping with our R2 viewpoint, with every complex function we may associate a correspond-ing map of R2 onto itself. However, the converse is not true|not every map of R2 onto itself maybe reinterpreted as a complex-valued function, but only those maps ( c; d ) = ( f(a; b); g(a; b) ) thatsatisfy the Cauchy-Riemann (CR) condition:@f@a = @g@b ; @f@b = �@g@a: (1)A pair of real functions on R2 satisfying the CR condition in some neighborhood about (but notincluding) a point (a; b) is said to be complex analytic (or simply analytic) in that neighborhood,and the linear combination h(x) := f(a; b) + i g(a; b) is said to be a complex-analytic functionover that neighborhood. It is appropriate to write h as a function of x alone, because the CRcondition may be interpreted as stating that f(a; b) + i g(a; b) depends on a and b only via thelinear combination x = a+ ib:The relatively simple-looking condition (1) actually has deep and profound consequences: it isthe necessary and su�cient condition for the complex-valued function h to be considered di�eren-1However, ignoring this distinction is of course not possible on a �nite-precision computer without introducingspecial arithmetic rules that properly handle points near in�nity. While it is possible to de�ne such rules, they wouldadd additional overhead, make less e�cient use of any oating-point hardware, and be awkward to implement in alanguage that does not support operator overloading. Furthermore, while such rules would be mathematically morecorrect, they would be inconsistent with both the IEEE oating-point and Fortran 77 standards because they wouldprovide meaning to operations that are declared to represent exception conditions under those standards.2



tiable (in the complex sense) at the point (a; b). Furthermore, it can be shown that if the functionis once di�erentiable at a given point, then it is also in�nitely many times di�erentiable there.Finally, it can be shown that unless h is everywhere constant, there must be at least one pointon the extended complex plane where h has some sort of singularity|and at that singularity, theCR conditions will fail to be satis�ed. In fact, it can be shown that any complex function may becompletely speci�ed by stating the locations and natures of all of its singularities. Hence, standardcomplex analysis places signal importance on the study of a function's singularities. (One oftenstudies the zeros of a function as well, because the reciprocal of a zero is a singularity.)A singularity may be either a pole or an essential singularity. A pole is a singular point x0 off such that, for some �nite integer n (called the order of the pole), the quantity (x � x0)n f(x)is nonzero and nonsingular at every point in some open neighborhood about x0; and its limit asx approaches x0 (called the residue of the pole) exists and is independent of the Cauchy sequenceused to approach x0: Any singularity that is not a pole is an essential one. Furthermore, while thebehavior of a function near a pole may be neatly described by the pole's order, the behavior nearan essential singularity is always pathological in some way. The only type of essential singularitieswe shall discuss in detail in this note are branch point singularities (x3). The reciprocal of f at apole is a zero of the same order, which is not a singularity. However, the reciprocal of an essentialsingularity is still a point of nonanalyticity.Because it is foreign to our R2 viewpoint, we shall make no explicit use of the CR conditionin this note; however, our knowledge that its consequences should still hold true will occasionallyguide our development.2.1 Complex Arithmetic RulesLet x = a + ib, y = c + id, and i2 = �1. Furthermore, let Re (z) denote the real and Im (z)the imaginary part of a complex number z. Then the results of elementary arithmetic operationshave the real and imaginary parts shown in Table 1. The singularities that may result from thearithmetic operations are the union of the singularities of x and y for x � y; � 2 f+;�; �g; and theunion of the singularities of x with the zeros and essential singularities of y for x=y:Table 2 shows results of some elementary functions; the properties and singularities of each willbe discussed in separate subsections below. In the table, x denotes the complex conjugate of x;while jx j denotes its modulus (neither x nor jx j = pxx is a complex-analytic operation, becauseany appearance of x causes the CR condition to be violated).Finally, for analysis purposes, it is useful to note that the singularities of a composite functionp(q(x)) consist of the union of the singularities of q with the preimage of the singularities of p underq:2.2 Transcendental FunctionsThe algebraic extension of real analytic functions to the complex plane is achieved by Taylor seriesexpansion. For example, consider the exponential with a pure imaginary argument:exp(ib) = 1Xk=0 1k! (ib)k= 1Xk=0 1(2k)! (ib)2k + 1Xk=0 1(2k+ 1)! (ib)2k+13



Table 1: Complex arithmetic operationsOperation Re (z) Im (z)z = x+ y a+ c b+ dz = x� y a� c b� dz = x � y ac� bd ad+ bcz = 1=x aa2+b2 �ba2+b2z = x=y ac+bdc2+d2 bc�adc2+d2
Table 2: Real and imaginary parts of some elementary functionsOperation Re (z) Im (z)z = px q12(a+ jx j ) q12(�a+ jx j )z = ex ea cos(b) ea sin(b)z = ln(x) 12 ln( jx j 2) atan(b=a)z = x a �bz = jx j pa2 + b2 04



= 1Xk=0 1(2k)! i2k b2k + 1Xk=0 1(2k+ 1)! i2k+1 b2k+1= 1Xk=0 (�1)k(2k)! b2k + i 1Xk=0 (�1)k(2k+ 1)! b2k+1:Comparing the �nal line above with the expansions for the trigonometric functions cos() and sin(),one obtains Euler's identity, exp(ib) = cos(b) + i sin(b): (2)Consider now the exponential of the complex argument (a+ ib) : if one assumes the usual rules forexponentiation hold, then exp(a+ ib) = exp(a) exp(ib): (3)It is straightforward but tedious to verify by Taylor expansion that the left- and right-hand sidesof (3) are indeed equal term by term.From Euler's identity and the symmetry properties of the trigonometric functions, one mayderive the identities cos(b) = 12(eib + e�ib); (4)sin(b) = 12i(eib � e�ib): (5)From the preceding, one can show thatcosh(b) = cos(ib); (6)i sinh(b) = sin(ib); (7)and also that cos(a+ ib) = cos(a) cosh(b) + i sin(a) sinh(b); (8)sin(a+ ib) = sin(a) cosh(b) + i cos(a) sinh(b): (9)Here sin; cos; and exp are nonsingular everywhere in C; but not in C where they each have essentialsingularities at in�nity.It is frequently convenient to use the polar coordinate representation of a complex number:x = �ei� = jx j exp(i arg(x)); (10)where � = jx j := �a2 + b2�1=2 is called the \modulus" of x; and� = arg(x) := 8>>>>>>>>>>>>>><>>>>>>>>>>>>>>: atan(y=x); x > 0; y > 0 (quadrant I)atan(y=x) + �; x < 0; y > 0 (quadrant II)atan(y=x)� �; x < 0; y � 0 (quadrant III)atan(y=x); x > 0; y � 0 (quadrant IV)�2 sign(y); x = 0; y 6= 0 (y axis)NaN; x = 0; y = 0 (origin)5



is called the \argument" or \phase" of x: \NaN" denotes \Not a Number" because in this case thephase is indeterminate|the left- and right-hand sides of (10) are equal no matter what value ischosen for arg(x):If one assumes that the usual identity ln( x y ) = ln(x) + ln(y) still holds for complex numbers,then from the polar representation we obtainLn(x) = ln( jx j ) + i arg(x); (11)where the capitalized notation \Ln" indicates that this de�nes the \principal branch" of the complexlogarithm (principal branches of functions will be discussed in more detail in x 3). So, unlike itsreal cousin, the complex natural logarithm is de�ned for all x 2 Cnf0;1g: Its singularities at zeroand in�nity are branch points, a concept which we will discuss in more detail in x3.In addition to the principal branch of the logarithm, there are an in�nite number of additionalbranches [3, p. 77], [4, p. 71], di�ering from the principal branch by an additive factor of 2�i n;where n is any integer:ln(x) = ln( jx j ) + i arg(x) + 2�i n; n = 0;�1;�2;�3; : : : : (12)The additional branches arise because, from Euler's identity, e2�i n � 1; so that eLn(x)+2�i n =eLn(x) = x: Therefore, in the sense that it satis�es the identity eln(x) = x; Ln(x) + 2�i n has asmuch claim to being \a logarithm of x" as Ln(x): In other words, the logarithm is an in�nitelymany-valued function.2.3 SQRT()Two simple approaches exist for obtaining the complex extension of sqrt(). One is to considerz = �px to be the solution of z2 = x =) (c2�d2+2icd) = (a+ ib); which may be formally solvedfor c and d in terms of a and b: Another simpler approach is to apply the identity x1=2 � px tothe polar representation of x: Let a = � cos(�); b = � sin(�); where � := jx j ; � := arg(x): Thenx1=2 = [� exp(i�)]1=2 = �1=2 [exp(i�)]1=2= �1=2 exp h12 i�i= �1=2ncos h12�i+ i sin h12�io= �1=28<:s [1 + cos(�)]2 + is [1� cos(�)]2 9=;= �q12(�+ a) + iq12(�� a)� : (13)However, (13) is not the only solution of z2 = x; its negative solves this equation, also. Hence,sqrt() is a double-valued function; each object point in the x-plane has two image points in thez-plane, z = �px; with the + and � signs distinguishing the two branches of sqrt() (we shalldiscuss branches and branch-point singularities in more detail in x3). Therefore, in terms of its realand imaginary components the complex square-root isRe (z) = �r12 ha+pa2 + b2i; (14)Im (z) = �r12 h�a +pa2 + b2i; (15)6



where the � signs are to be taken as the same in both equations. It is conventional to choose the+ branch as the principal branch.The only singularities of sqrt() are the origin and in�nity, both of which are branch points.That in�nity should be a singularity is obvious; however, the singularity at the origin is moresubtle|while the value of sqrt() is well behaved at this point (it vanishes), the CR condition isviolated there.3 Branch Cuts and Riemann SheetsMany-valued complex functions are rendered single-valued by the imposition of an arti�cial bound-ary called a branch cut [3, p. 117]. The principal branch of the complex logarithm is conventionallyobtained by selecting n = 0 in (12) and choosing a cut along the negative real axis of the x-plane:Re (x) < 0; Im (x) = 0: The branch cut is introduced to coerce ln() to be single valued; its imageunder ln() topologically separates the image plane into inequivalent \sheets," each of which con-tains only one image of the object point. Each image point represents a logarithm of the objectpoint, but generally one refers to the principal-branch value as the logarithm of the object point.It is important to recognize that the location of the branch cut is purely a matter of conventionand that nothing unusual happens to the function in question there. Indeed, it does not matterwhere one draws the branch cut, so long as it is a non-self-intersecting curve connecting the branchpoints at the origin and in�nity, which are the only true singularities of ln(): The branch cut'sfunction is somewhat analogous to that of the International Date Line in that it represents anarbitrary directed boundary establishing a convention as to where one should consider oneself tohave transitioned onto a di�erent sheet. On circumnavigating any closed path in the complex plane,one considers oneself to have moved forward or backward by a number of sheets equal to the netnumber of branch-cut crossings.3.1 Ln()Return now to the principal branch Ln() of the complex logarithm. Here z = Ln(x) maps the cutx-plane into the strip 0 � Im (z) < 2�: It appears to be discontinuous, jumping from ln(�) + �i toln(�)��i as x crosses the branch cut. Hence, one might fear that the logarithm is nondi�erentiableat the cut. However, in reality this is not so, for the principal branch is but a part of the complexlogarithm function, and the sheet that it represents patches continuously and smoothly onto then = 1 and n = �1 sheets.3.2 sqrt()The apparent singularity of sqrt() is more subtle. Suppose one arbitrarily selected the + branch torepresent sqrt() as in the real case. Then while both Re (z) and Im(z) are continuous everywherein the complex plane, at �rst glance one might think that the derivative of Re (z) would fail to bede�ned where the argument of the root in (14) vanishes. This condition will occur if a = ��; whichis true when a � 0 and b = 0: By a similar argument regarding (15), one might also expect thatthe derivative of Im (z) would fail to be de�ned if a � 0; b = 0: If true, this would put one in theawkward position of having the derivative of at least one part of sqrt() fail to exist at every pointon the real axis. 7



Fortunately, this singularity in the derivatives turns out to be illusory. The aw in the precedingargument is that both the + and � branches of sqrt() are required in order to completely describethis function. That is, sqrt() is intrinsically double valued, identifying two points of the imagecomplex plane with each point of the object plane.We coerce sqrt() into being single valued by again introducing an arti�cial branch cut on theobject plane, whose image under sqrt() topologically separates the image plane into two inequivalentsheets, each of which contains only one of the two images of the object point. For sqrt(); thebranch cut is conventionally taken to be the negative real axis. The + branch of sqrt() maps theentire cut x-plane onto the right half of the z-plane, plus the upper portion of the imaginary axis:fRe (z) > 0g [ fRe (z) = 0; Im (z) > 0g: However, the � branch of sqrt() also maps that cut x-plane onto the left half of the z-plane, plus the lower portion of the imaginary axis: fRe (z) < 0g[fRe (z) = 0; Im (z) < 0g: In other words, for z = sqrt(x); the preimage of the z-plane is a doublecovering of the x-plane.Note once more that the location of the branch cut is purely a matter of convention and nothingunusual happens to the derivatives there. Wherever one chooses to draw the branch cut, a carefulanalysis will show that the + and � branches match together smoothly everywhere along the branchcut except at the branch points at the origin and in�nity, which are the only true singularities ofsqrt(): Another way of seeing that sqrt() � x1=2 is nonsingular on the real axis is to note that the\power function" xy to be discussed in x3.3 has no singularity there for y = 1=2:3.3 The Power Function, xyA complex number raised to a complex power is de�ned by the identity xy = exp( y ln(x) ): Thefunction exp() is regular everywhere except in�nity; therefore, xy will be singular at the singularitiesof y ln(x); which in turn will be singular at the singularities of y or the zeros and singularities of x(because ln() has branch points at both zero and in�nity). With no loss of generality, we may assumethat any singularities in x or y will have already generated exceptions during their computation.Therefore, it follows that for xy ; the only singularity of interest is the branch point at x = 0: Likethe logarithm, the power function will in general have in�nitely many branches,xy = n exp [ y (Ln(x) + 2�i n ) ] ; n 2 f0;�1;�2; : : :g o : (16)However, if y happens to be real and rational (y = p=q with p and q integers), then xy willhave only q inequivalent branches [4, p. 73], because exp [ (p=q)( 2�i n ) ] = exp [ (p=q)( 2�im ) ] ifn = m (mod q): A corollary is that for y a nonzero integer, xy has only a single branch (since q = 1in this case). The case y = 0 is more subtle and will be deferred to the next section.The cut for xy is conventionally chosen to be the negative real axis. (The image of the cut planeis a sector subtending 2�p=q radians if y is real and rational.)The de�nitions in subsequent sections will implicitly assume that the principal branch is alwayschosen. As with sqrt(), there will be an apparent discontinuity in the derivative of the principalbranch of xy : However, it is merely an illusion introduced by the arbitrary imposition of a branchcut.Asymptotic Behavior of xyThe singularity relevant to exception conditions for xy occurs at its branch point x = 0: To de-termine how to properly handle this exception, one should examine the asymptotic behavior of xy8



under various singular limits.Let x = a+ ib = �ei�; and y = c+ id: The usual rules for exponentiation still apply to complexnumbers, so one may writexy = ��ei��(c+id) = ��ei��c ��ei��id= ��ceic����ide�d�� = �c �eic�eid ln�� e�d�= �ce�d�ei(c�+d ln�): (17)Therefore, jxy j = �ce�d� ; (18)arg(xy) = c� + d ln �: (19)Let us now examine the limiting cases x! 0 and y ! 0:Limit when x! 0; y 6= 0It is su�cient to consider lim�!0+ xy with �xed � and �xed y = c + id. One obtains the limitingbehaviors shown in Table 3 for the image point as � approaches zero from above (where \[C]CW"means \[Counter]Clock-Wise").Table 3: Limiting behavior of xy as � = j x j ! 0+z = lim�!0+ xy d < 0 d = 0 d > 0c < 0 spirals outwardCCW to 1 approaches 1 alongarg(z) = c� spirals outwardCW to 1c = 0 circles endlesslyCCW at abs(z)= e�d� equals 1 + i0for all valuesof � > 0 and � circles endlesslyCW at abs(z)= e�d�c > 0 spirals inwardCCW to 0 approaches 0 alongarg(z) = c� spirals inwardCW to 0Limit when y ! 0; x 6= 0Similarly, let us consider xy for y ! 0: Let us also assume �xed x 6= 0; we shall defer the behaviornear the branch point x = 0 until the next section.To take this limit, we introduce a real parameter � such that y = �y0 = �(c0 + id0); where y0is any �xed complex number. Then the limit j y j ! 0 with arg(y) �xed is equivalent to lim�!0+ :9



Proceeding much as before, one obtainsxy = ��c0e��d0�ei�(c0�+d0 ln�):Therefore, lim�!0+ jx�y0 j = lim�!0+ ��c0e�d0��� = 1; 8 � > 0; (20)lim�!0+ arg(x�y0) = lim�!0+ �(c0� + d0 ln �) = 0; 8 � > 0: (21)Note that both limits above are well behaved and independent of x; taken together, they implythat x0 = 1 + i0 for all x 6= 0 (consistent with the real result). Therefore it follows that x 6= 0;y = 0 is not an exception condition|although it may still be advantageous to treat it as a specialcase, to avoid unnecessarily computing a log() and and exp().Simultaneous Limit: Should 00 Be NaN?Since we have shown that lim jx j!0 xy = 1 + i0 for y = 0; and also that lim j y j!0 xy = 1 + i0 forx 6= 0; no new rules appear to be needed for the case x! 0; y ! 0 simultaneously. However, oneshould not be quite so sanguine about this, as we shall now show.When evaluating limits of indeterminate forms, one must always exercise caution, particularlywhen taking multiple limits (since the result may depend on the order in which the limits aretaken). We shall see that when we more carefully consider the limit of xy when x! 0 and y ! 0;it is not clear that any meaning can be assigned to this form, becauselim�!0+ limjx j!0+ jx�y0 j = lim�!0+ lim�!0+ ��c0ed0��� = lim�!0+(0)� = 0; (22)while limjx j!0+ lim�!0+ j x�y0 j = lim�!0+ lim�!0+ ��c0ed0��� = lim�!0+(1) = 1: (23)Since the limits do not commute, even a generalized limit does not exist, suggesting that one shouldde�ne xyjx=0; y=0 = NaN: (24)In summary, the combined results on the limiting behavior of xy reduce to the following rulesfor exceptional cases: xy = 8>>>>>>>>>>><>>>>>>>>>>>: 0; y x = 0; Re (y) > 0NaN; x = 0; Re (y) = 0; 8 Im (y)1; y x = 0; Re (y) < 01; z x 6= 0; y = 0xy otherwise: (25)It should be noted that while the above are mathematically correct in the various limiting cases,they do not necessarily agree with the de�ned behavior of the F77 intrinsics or IEEE oating-point10



standards. In fact, on two workstation platforms using IEEE arithmetic, a test-program yieldedNaN for 0 ��y independent of the value of y; which disagrees with both cases marked by a y above.The appropriate behavior should, of course, be de�ned to reproduce the behavior of the originalprogram. It should also be noted that the case marked by z above is not an exception, but merelya special case of the general form xy :4 COMPLEX Computations in Fortran 77Table 4 shows the Fortran 77-supported intrinsic generic functions and operations involving typeCOMPLEX. The symbols I, R, D, C stand for INTEGER, REAL, DOUBLE PRECISION, and complex, re-spectively. X stands for any one of I, R, D; Z stands for any one of I, R, D, C.Table 4: Fortran 77 complex functions and operationsOperation Generic Name Range and DomainType Conversion int C! Ireal C! Raimag C! Rdble C! Dcmplx Z! CX2 ! CArithmetic f +,-,*,/,** g C�I! CI�C! CC�R! CR�C! CC�C! CModulus abs C! RConjugate conjg C! CSquare Root sqrt C! RExponential exp C! RNatural Log log C! RSine sin C! RCosine cos C! R11



The function int() truncates the real part of a complex argument, coercing it to INTEGER,and discards the imaginary part. The function real() and aimag() extract the real and imaginaryparts and coerce the result to REAL. DBLE() extracts the real part, coercing it to DOUBLE PRECISION,and discards the imaginary part. CMPLX can accept either one or two arguments: if there is a singleargument of type X, it is converted to REAL and assigned to the real part of the COMPLEX result whilezero is assigned to the imaginary part (a single argument of type C is passed through unaltered);whereas if there are two arguments of type X, they are each converted to REAL and assigned to thereal and imaginary parts, respectively (both arguments must be of the same type).Note that abs() is explicitly de�ned to return a REAL result.Note also that if one operand of a binary arithmetic operator is COMPLEX, the standard explicitlyprohibits the other operand from being DOUBLE PRECISION.The standard explicitly speci�es that \the result of a function of type COMPLEX is the principalvalue." In particular, it states:� \The result of CSQRT is the principal value with the real part greater than or equal to zero.When the real part of the result is zero, the imaginary part is greater than or equal to zero."� \The value of the argument of CLOG must not be (0.,0.). The range of the imaginary partof the result of CLOG is: �� < imaginary part � �: The imaginary part is � only when thereal part of the argument is less than zero and the imaginary part of the argument is zero."It also de�nes x ** y to be exp( y ln(x) ); which implies the power function returns the principalvalue.The above facts will be needed to guide our de�nitions of gradient rules, and also our handlingof exception conditions.5 Complex Di�erentiation RulesAgain, let x = a+ ib and y = c+ id. The mapping x 7! (a; b) = (Re (x) ; Im (x)) is a homomorphismfrom C to R2. Hence, one possibility for complex di�erentiation would be to rewrite all complexoperations explicitly in terms of their real and imaginary parts, converting complex arithmetic intothe corresponding R2 arithmetic. While such an approach would lead to a tool that probably wouldbe useful in other circumstances, it would prevent the utilization of complex arithmetic hardware,would greatly increase the length of the code, and would impair code readability.The question then is whether the results of di�erentiation in R2 can be expressed in terms ofcomplex arithmetic. That is, for a complex variable x, consider its real part Re (x) with its associ-ated derivatives rRe (x), and its imaginary part Im (x) with derivatives rIm (x). An elementarycomplex operation involving x; and possibly another variable y; de�nes new values for the real andimaginary parts of the result by the rules set forth in x2.1. We wish to know whether the derivativecomputations induced by these computations can be easily expressed in complex arithmetic if oneadopts the convention that rx := (rRe (x) ;rIm (x)): (26)12



5.1 Gradient Rules for the Reciprocal, 1=xLet us consider, as an example, z = 1=x. We know that Re (z) = aa2+b2 and Im (z) = �ba2+b2 . If wede�ne t = a2 + b2; (27)the di�erentiation rules of real calculus imply that@Re (z)@a = 1t � 2a2t2 ; (28)@Re (z)@b = �2abt2 ; (29)@Im (z)@a = 2abt2 ; (30)@Im (z)@b = �1t + 2b2t2 ; (31)and we obtain rRe (z) =  1t � 2a2t2 !rRe (x)� 2abt2 rIm (x) ; (32)rIm (z) = 2abt2 rRe (x) +  2b2t2 � 1t!rIm (x) : (33)On the other hand, let us consider w = � 1x2rxin complex arithmetic. With t de�ned as in (27), we easily obtainRe�� 1x2� = b2 � a2t2 ; (34)Im�� 1x2� = 2abt2 ; (35)and employing the rules of complex multiplication, we obtainRe�� 1x2rx� = b2 � a2t2 Re (rx)� 2abt2 Im (rx) ; (36)Im�� 1x2rx� = 2abt2 Re (rx) + b2 � a2t2 Im (rx) : (37)It is easily seen that (32) and (36) as well as (33) and (37) are identical. Hence, the di�erentiationrules for the real reciprocal also apply to the complex reciprocal.It is not di�cult (albeit tedious) to show in an analogous fashion that the usual di�erentiationrules apply to complex addition, subtraction, multiplication, division, square root, and exponential.13



5.2 Gradient Rules for ln()From the identity eln(x) = x one may obtain eln(x) d ln(x)=dx = 1; which leads to the usual rule forthe derivative of the natural logarithm, d ln(x)=dx = 1=x. It is worth noting that this result is clearly�nite, single valued, and well behaved everywhere except at the origin, despite the multivaluednature of ln(): Also, it is clear that the derivative shows no evidence of the apparent discontinuity inthe principal branch caused by the branch cut on the negative real axis. This discontinuity is purelythe result of selecting out only the sheet corresponding to the principal branch for consideration,despite the fact that it is smoothly connected to its neighboring branches. The �nal gradient ruleis r (ln(x)) = 1xrx; x 6= 0: (38)Note that in addition to the function x being nonvanishing at the point of interest, the entirepreceding argument implicitly assumes that it is also regular there; that is, it does not have a pole,branch point, or other form of singularity at that point.5.3 Gradient Rules for SQRT()In order to obtain the derivative rules for sqrt(); it is best to start over from �rst principles. Sincethe analytic derivative of the complex square root formally looks the same as its real counterpart,we may proceed as follows:�dx1=2dx = �12 x�1=2 = �12 ��ei���1=2 (39)= �12��1=2 exp ��i�2� (40)= � 12�1=2 �cos ��2�� i sin ��2�� (41)= � 12�1=2 8<:s [1 + cos(�)]2 � is [1� cos(�)]2 9=; (42)= �12 (s�+ a2 �2 � is�� a2 �2 ) ; (43)therefore, Re ��dx1=2=dx� = �12s�+ a2 �2 (44)Im ��dx1=2=dx� = �12s�� a2 �2 : (45)The chain-rule formula required for automatic di�erentiation is�rpx = �dx1=2dx rx (46)= hRe �dx1=2=dx�+ i Im�dx1=2=dx�i (ra+ irb) (47)14



= hRe �dx1=2=dx�ra� Im �dx1=2=dx�rbi+i hIm �dx1=2=dx�ra+ Re �dx1=2=dx�rbi ; (48)therefore, Re �rx1=2� = �12 (s�+ a2 �2 ra+s�� a2 �2 rb) ; (49)Im �rx1=2� = �12 (s12 �+ a�2 rb�s12 �� a�2 ra) : (50)Note that, while the above formulae are everywhere �nite and continuous (except at the origin),they again have the same branch-cut-induced apparent singularity in their derivatives as before.5.4 Gradient Rules for the Power Function, xyThe usual rules for the power operation xy follow from the logarithm and exponential, via theidentity xy = exp( y Ln(x) ). By direct di�erentiation one gets@xy@x = y ey Ln(x) 1x = y xy 1x = y x(y�1); (51)@xy@y = Ln(x) ey Ln(x) = Ln(x) xy: (52)Therefore, the appropriate gradient rule isrxy = y x(y�1)rx+ Ln(x) xyry: (53)However, (53) must be applied with caution, for in the �nal step in each of (51) and (52) we assumedthat we could use the de�nition of the principal value of the logarithm Ln(); that neither x nor yhas singularities at the point of interest, and that jx j 6= 0: If any of the preceding assumptions isinvalid, then the �nal step in each of (51) and (52) is arithmetically invalid, and one cannot proceedto (53). We shall discuss this problem further in x6.3.6 Exceptional CasesWhile the rules of real calculus apply in the cases where the elementary functions in question arewell de�ned, subtle di�erences exist for exceptional cases. Again, x = a+ ib and y = c+ id.6.1 Exceptions for ABS()From the de�nition of the absolute value of a complex number, we readily deduce that z = abs(x) =pa2 + b2 implies rz = arapa2 + b2 + brbpa2 + b2 (54)15



and, in particular, Im (rz) = 0. Depending on the curve along which one approaches the origin,one obtains a di�erent directional derivative (consider, for example, the cases b = 3a and b = 8a),so that not even a generalized limit (e.g., 1) exists for x = 0. This is because jx j = pxx; whileeverywhere continuous, is nowhere complex analytic. It does not satisfy the CR condition, becauseit depends on the complex conjugate variable x as well as x; therefore, its directional derivativescannot be interpreted as a complex scalar. To attempt to assign a meaning to rabs(x); one shouldprobably proceed by asserting that abs() should be interpreted as a map C ! R. Therefore,the resultant is no longer an element of the complex number �eld and should not be interpreted assuch. If this approach is taken, then the above gradient should be interpreted as a \conventional"directional derivative, that is, a map C abs�! R r�! R2:The resultant of this map is therefore an ordinary two-dimensional vector and not a complex num-ber anymore. We believe this interpretation is probably the one most often of interest; however, itmust only appear as the terminal complex operation, and the result assigned to a REAL variable.If abs() were to occur as an intermediate step whose result could be acted on by further complex-valued operations, it is not clear how the derivatives should be propagated or even whether anymeaning may be attributed to them, since the complex gradient of a non-complex-analytic func-tion is mathematically meaningless. A strong case can be made that in this circumstance thegradients should not be propagated at all, but rather the expression should be agged as an error.Unfortunately, nothing in the F77 standard forbids one from constructing such expressions.It is worth noting at this point that similar problems will be encountered with the functionsRe (), Im (), arg(), and the complex-conjugate operation, none of which is by itself complex-analytic,even though the combinations \Re ()+i Im ()" and \ln(abs())+i arg()" are analytic. The equivalentFortran 77 intrinsic functions are Re () = real(), Im () = imag(), and the complex-conjugate isconjg(). The F77 standard supplies \abs()" for complex numbers, but does not supply \arg();"arg() may be constructed via the composite-function imag( log() ).6.2 Exceptions for sqrt()If the + (principal) branch is chosen to de�ne sqrt(), then the gradients should be propagatedby using the partials @px@x := 8>>>>><>>>>>: 12px; b 6= 0 or a > 0; b = 0�i2p ja j ; a < 0; b = 0NaN, a = 0; b = 0: (55)6.3 Exceptions for the Power Function xySince the power function depends on two variables, computing gradients with respect to either xor y may produce exception conditions. We argue that, as required by complex analyticity theory,the derivatives of the power function will be well de�ned at any point where the function itself isde�ned and, conversely, will fail to be de�ned at any point where the function is unde�ned.16



6.3.1 @xy=@xThe derivative of xy with respect to x is naively y x(y�1): Therefore, by a similar analysis to x 3.3,one might conclude that the branch point of this derivative will occur at x = 0; y = 1; rather thanx = 0; y = 0: If true, this conclusion would violate one of the most fundamental results of complexanalyticity theory: that for any neighborhood in which a function is analytic, its derivative is alsoanalytic|and therefore must be well de�ned at any point where the function itself is de�ned (theconverse is also true). hence, we must go back to the gradient rules (51) and (52) and see whathappens when the steps that lead to them are arithmetically invalid.Restating one of the intermediate steps in (51), we have@xy@x = y xy 1x: (56)It is reasonable to assume that x; y; and xy have already be computed; Hence, the only new factor inthe above expression that could generate and exception is 1=x; which will fail if jx j = 0: However,from the �rst three clauses of (25), one sees that xy has already generated an exception if jx j = 0;therefore, no new exception conditions will be generated by @xy=@x:In summary, the exceptional cases for @xy=@x are@xy@x = 8>>>>>>>>>>><>>>>>>>>>>>: 0; y x = 0; Re (y) > 0NaN; x = 0; Re (y) = 0; 8 Im (y)1; y x = 0; Re (y) < 00; z x 6= 0; y = 0y xyx ; x otherwise: (57)Again, the cases marked y may disagree with the IEEE standards de�nition of NaN, while z denotesa case that is not an exception but merely a special case of the general form y xy: We propose thatthe speci�c computational form marked x be used, rather than the algebraically equivalent formy xy�1; since for both forward and reverse mode the value of xy should already be available|thuseliminating a log() and exp() in favor of a division.6.3.2 @xy=@yThe naive derivative of xy with respect to y yields @xy=@y = ln(x) xy: In the limit of vanishing x;one obtains lim�!0+ jLn(x) xy j = lim�!0+q(ln �)2 + �2 �ce�d� (58)= lim�!0+ j ln � jq1 + (�= ln �)2 �ce�d� (59)= 8><>: 1; c � 0;0; c > 0; (60)17



because a logarithmic singularity is weak enough to be overcome by any positive power-law.In the limit of vanishing y; one obtainslim�!0+ @xy@y ����y=�y0 = lim�!0+ ln(x) xyjy=�y0 = ln(x); 8 x 6= 0; (61)which adds no new conditionals. Therefore, in summary we have@(xy)@y = 8>>>>>>><>>>>>>>: 0; y x = 0; Re (y) > 0; 8 Im (y)1; y x = 0; Re (y) � 0; 8 Im (y)ln(x); z x 6= 0; y = 0ln(x) xy otherwise (62)Cases marked y may disagree with the F77 and IEEE standards, while z denotes a case that is notan exception but merely a special case of the general form ln(x) xy:AcknowledgmentsWe thank Andreas Griewank and Andrew Mauer for useful discussions, James Lyness for clarifyingthe nature of the branch point singularity of xy at x = 0; and G. E. Lee-Whiting for his criticalreading of this tech memo.References[1] I. Bronstein and K. Semendjajew. Taschenbuch der Mathematik. Verlag Harri Deutsch, Frank-furt, Germany, 1979.[2] Ruel V. Churchill, James W. Brown, and Roger F. Verhey. Complex Variables and Applications.McGraw-Hill, 3rd edition, 1974.[3] Gino Moretti. Functions of a Complex Variable. Prentice-Hall, 1964.[4] Rolf Nevanlinna and V. Paatero. Introduction to Complex Analysis. Addison-Wesley, 1969.
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