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A Tale of Two Projects

� NEOS, started in 1994, is a collaborative project that
represents the efforts of the optimization community by
providing access to a large number (over 50) of solvers from
both academic and commercial researchers.

� TAO, started in 1998, focuses on the design and
implementation of algorithms and component-based software
for the solution of large-scale optimization applications on
high-performance architectures.

Note. You only get to hear about NEOS today!



Collaborators

� Steve Benson

� Liz Dolan (NEOS Administrator)

� Mike Gertz

� Lois Curfman McInnes

� Todd Munson

� Dominique Orban

� Jason Sarich

� PETSc and ADIFOR/ADIC Developers

� Optimization Technology Center (Argonne and Northwestern)



Evolution and Revolution: 1980 –

Limited memory methods 1980 –

Modeling languages 1982 –

Interior point methods 1984 –

Automatic differentiation 1989 –

Optimization and Grid computing 1994 –



Solving Optimization Problems: The NEOS Model
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NEOS: Under the Hood

� Mathematical programming languages: AMPL, GAMS

� Automatic differentiation tools: ADIFOR, ADOL-C, ADIC

� Perl and Corba

� Optimization solvers (50+)

? Benchmark, GAMS/AMPL (Multi-Solvers)
? MINLP, BonsaiG, XPRESS, . . .
? CONOPT, FILTER, KNITRO, LOQO, MINOS, SNOPT, . . .
? FortMP, PCx, OOQP, XPRESS, . . .
? CSDP, DSDP, MOSEK, PENON, SeDuMi, . . .
? BLMVM, L-BFGS-B, TRON, . . .
? MILES, PATH



Research Issues for NEOS

� How do we add solvers?

� How are problems specified?

� How are problems submitted?

� How are problems scheduled for solution?

� How are the problems solved?

� Where are the problems solved?



Remote Solvers

◦ Argonne National Laboratory

◦ Arizona State University

◦ National Taiwan University

◦ Northwestern University

◦ Technical University Aachen

◦ University of Wisconsin



Modeling Languages: Shape Optimization of a Cam

Maximize the area of the valve opening in a convex cam,

f(r) = πrv

(
1
n

n∑
i=1

ri

)
,

subject to the constraints rmin ≤ ri ≤ rmax on the radii ri.

The convexity constraint is expressed as

2ri−1ri+1 cos(θ) ≤ ri(ri−1 + ri+1), i = 0, . . . , n + 1,

and the curvature requirement is expressed by

−α ≤
(

ri+1 − ri

θ

)
≤ α, i = 0, . . . , n.



AMPL: Shape Optimization of a Cam

maximize valve_area: ((pi*R_v)/n)*sum i in 1..n r[i];

subject to convexity i in 2..n-1:

- r[i-1]*r[i] - r[i]*r[i+1] + 2*r[i-1]*r[i+1]*cos(d_theta) <= 0;

subject to convex_edge1: - R_min*r[1] - r[1]*r[2] + 2*R_min*r[2]*cos(d_theta) <= 0;

subject to convex_edge2: - R_min^2 - R_min*r[1] + 2*R_min*r[1]*cos(d_theta) <= 0;

subject to convex_edge3: - r[n-1]*r[n] - r[n]*R_max + 2*r[n-1]*R_max*cos(d_theta) <= 0;

subject to convex_edge4: - 2*R_max*r[n] + 2*r[n]^2*cos(d_theta) <= 0;

subject to curvature i in 1..n-1:

-alpha*d_theta <= (r[i+1] - r[i]) <= alpha*d_theta;

subject to curvature_edge1: -alpha*d_theta <= (r[1] - R_min) <= alpha*d_theta;

subject to curvature_edge2: -alpha*d_theta <= (R_max - r[n]) <= alpha*d_theta;



NEOS Submission Tool (NST) Form



NST: The Queues



NST: Job Submission



NST: Final Results



Shape Optimization of a Cam



NEOS Submissions: 1999 – 2001

1 2 3 4 5 6 7 8 9 10 11 12
0

2000

4000

6000

8000

10000

12000

Su
bm

is
si

on
s

Month

NEOS Server Use Year by Year

1999
2000
2001



NEOS Users and Uses – 2000

� Estimating the value at risk of financial institutions

� Optimal shift schedules for ground-handling activities

� Unilateral contact problems in engineering mechanics

� Distance geometry and multidimensional scaling

� Portfolio selection and scheduling

� Designing a yagi antenna

� Resource requirements for broadband networks

� Image reconstruction of space objects

� Optimization of weights for routing in the Internet

� Designing large, distributed communication networks

� Circuit simulation at Philips Research Laboratories



NEOS Users and Uses – 2001

� Optimizing design parameters for high-voltage power systems

� Predicting recent observations of Bose-Einstein condensates

� Predicting globular protein folding

� Showing characteristics of multi-person co-operation

� Studying the brain’s representation system

� Modeling electricity markets

� Designing fractional delay filters for LAN/WAN’s

� Scheduling thermo and hydro energy resources

� Building a crew-scheduling system for an airline in Indonesia

� Solving the modified Cahn-Hilliard free energy equation

� Applying optimization to farming in Switzerland



Data Mining the NEOS Database

Grand Challenge: How can we use the NEOS database?

Sample Data

� Number of jobs per time period

� Number of jobs per solver area

� Number of jobs per solver (in a given area)



NEOS Jobs: June 2000 – June 2001
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Nonlinearly Constrained Solvers: June 2000 – June 2001
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Integer Programming Solvers: June 2000 – June 2001
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Selected Recent Developments

� Kestrel

� Performance profiles

� GAMS to AMPL translator

Notes

? Kestrel provides a flexible interface between NEOS, and the
mathematical programming languages AMPL and GAMS

? Performance profiles provide a rational framework for
comparing solvers

? The GAMS to AMPL translator is courtesy of GAMS
Development Corp.



Kestrel: Scheduling



Kestrel: Solution



NEOS Team

? Michael Bussieck (GAMS)

? Liz Dolan (Argonne/NU)

? Steve Dirkse (GAMS)

? Michael Ferris (Wisconsin)

? Bob Fourer (Northwestern)

? David Gay (Lucent)

? Philip Gill (UC San Diego)

? Nick Gould (Rutherford)

? Jean-Pierre Goux (Artelys)

? Chih-Jen Lin (Taiwan)

? Jeff Linderoth (Axioma)

? Sven Leyffer (Dundee)

? Hans Mittelmann (Arizona)

? Todd Munson (Argonne)

? Jorge Nocedal (Northwestern)

? Michael Saunders (Stanford)

? Bob Vanderbei (Princeton)

? Steve Wright (Wisconsin)

Emeritus: Mike Mesnier (Intel)
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